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Binary and Phase Shifting Mask Design for Optical 
Lithography 

Yong Liu, Student Member, IEEE, and Avideh Zakhor, Member, IEEE 

Abstract-We propose a number of pre-distorted mask design 
techniques for binary and phase-shifting masks. Our approach 
is based on modeling the imaging mechanism of a stepper by 
the Hopkins equations and taking advantage of the contrast- 
enhancement characteristics of photoresist. Optimization tech- 
niques such as the branch and bound algorithm and simulated 
annealing algorithm are used to systematically design pre-dis- 
torted masks under incoherent and partially coherent illumi- 
nation. Computer simulations are used to show that the inten- 
sity contour shapes and developed resist shapes of our designed 
mask patterns are sharper than those of conventional masks. 
The designed phase-shifting masks are shown to result in higher 
contrast as well as sharper contours than binary masks. An 
example of phase conflicting mask designed via our algorithm 
is shown to outperform a simple intuitive design. This example 
indicates that a fairly general design procedure consisting of 
alternating phase shifts and our optimized phase-shift mask is 
a viable candidate for future phase-shifting mask design. 

I. INTRODUCTION 
S THE minimum feature size in VLSI circuits drops A into submicron region, distortions due to optical dif- 

fraction can no longer be neglected. An established prac- 
tice in microphotography to overcome such distrotions is 
to introduce deliberate distortions in the mask artwork. 
The corrections are usually based on experience gained 
by a process of trial and error. For the recently developed 
phase shifting masks, experience is scarce, and intuitions 
are hard to develop. Therefore, a systematic technique to 
determine suboptimal, if not optimal, pre-distorted masks 
can facilitate conventional and phase-shifting mask de- 
sign. 

In this paper, we propose ways of designing predis- 
torted masks by formulating it as a signallimage synthesis 
problem. Typical image synthesis problems [ 11 involve 
designing an input image to a system with known char- 
acteristics in such a way that the output resembles a pre- 
described image as much as possible. In practice, physi- 
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cal limitations of the systems under consideration result 
in a set of constraints on the class of images at the output 
of the system. For instance, in microlithography appli- 
cations, it is not possible to generate patterns with arbi- 
trarily sharp corners at the output of an stepper since the 
optical system is band-limited. To overcome this, our ap- 
proach is to devise a set of specifications for the output 
image, so that the designed input masks satisfy the output 
specifications as much as possible. In doing so, we pro- 
pose a set of specifications in Section I11 and two opti- 
mization based techniques in Sections IV and V.  

Our first technique maximizes the sum of intensity 
slopes at the transition regions of a mask, subject to in- 
equality constraints associated with non-transition areas. 
By transition regions of a mask, we mean areas in which 
the binary pattern includes a transition from one to zero 
or vice versa. Under incoherent illumination this criterion 
results in  a linear binary programming problem with lin- 
ear constraints, which can be solved via the well known 
branch and bound algorithm [2]. As we will see, this cri- 
terion results in  sharper output intensity contours than 
those of the mean squared error criterion [ 3 ] .  

For partially coherent illumination, the above formu- 
lation results in a binary quadratic programming problem 
with quadratic constraints. The principle of branch and 
bound algorithm still applies, but the implementation is 
more involved than that of the incoherent case. To this 
end, we have chosen a simpler formulation in which we 
convert all the constraints into one objective function with 
proper weights. Specifically, we choose the total objec- 
tive function to be a weighted sum of objective functions 
corresponding to different sampling points. The objective 
function at a particular sampling point is chosen to be a 
nonlinear function of the error at that point and simulated 
annealing is used to avoid local minima. Phase shifting 
masks designed by this formulation will be shown to re- 
sult in sharper contours than those due to regular masks 
without reducing the contrast. 

The outline of this paper is as follows. Section I1 in- 
cludes system modeling, Section I11 is on design specifi- 
cations, section IV is on the branch and bound approach 
and its application to binary mask design, Section V is on 
formulation and application of simulated annealing to 
phase shifting mask design, and Section VI includes dis- 
cussions and conclusions. 
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11. SYSTEM MODELING 
The imaging mechanism of a stepper can be modeled 

by Hopkins equation [4]-[6]: 
f m  

4 f t  g )  = l+m 1 V f ’  + f ,  g’ + g ; f ’ ,  g ’ )  
-m -m 

* W ’  + f ,  g ’  + g ) F * ( f ’ ,  g ‘ )  d f ’ d g ‘  

4x7 Y )  = W 4 f 9  g)l (1) 

where Z( f, g) is the Fourier transform of the output image 
intensity Z(x, y), F ( f ,  g )  is the Fourier transform of mask 
transmission function F(x,  y), which is usually 1 in trans- 
parent areas and 0 in opaque areas of the mask, and T ( f  ’, 
g ’ ;  f ”, g ”) is the Transmission Cross-Coefficient (TCC) 
of the optical system, which summarizes all the infor- 
mation about the imaging system and illumination. The 
TCC function is given by 

T(f ’> g ’ ;  f ” 9  8 ” )  
t m  

= I:,” 1 J ( f 9  g) K ( f + f ’ >  g + g ’ >  
-m 

- K * ( f  + f”, g + g ” )  d f d g  (2) 
where J ( f ,  g)  is Fourier transform of mutual intensity of 
the light at the object and K ( f ,  g )  is frequency response 
function of the imaging system. If circular pupils are used, 
then the frequency response function on focus plane is 
given by 

where NA is numerical aperture, X is wavelength of light 
source, and M is reduction factor of the lens system. As- 
suming incoherent light source, the mutual intensity func- 
tion J is 

f 2  + g 2  < 

f 2  + g 2  2 
(4) 

where s is the partial coherence factor given by 

NA of condenser 
NA of imaging optics . s =  ( 5 )  

If we quantize the mask image into small square pixels, 
as shown in Fig. 9, with a,, representing the transmission 
variable at the (i, j ) th  pixel taking on values ( 0 ,  11, then 
the mask transmission function F(x,  y) can be expressed 
as 

N N  

&, Y )  = a,,$,Jx, Y )  (6) 
I =  I J =  1 

where N is the number of pixels in each dimension and 
$, , (x ,  y )  is a unit square pulse function located at the i j th  
pixel. Taking Fourier transform of (6) and substituting it 
into (l) ,  we obtain the following expression for the output 
image intensity 

N N N N  

where G,,/,(x, y )  is the intensity due to the interaction 
between the (i, j ) th  pixel and the (1, m)th pixel and is 
given by 

i m  

G,,rm(f, g) = j+m 5 T U ’  + f, g ’  + g ; f ’ ,  g ’ )  
-m  -m 

. $ J f ’  + f 3  g ’  + g ) 4 G l ( f ’ 3  8 ‘ )  d f ’ d g ’  

(8) 

For ( i ,  j )  = (I, m ) ,  y )  is the intensity due to the 
( i ,  j ) th  pixel alone. 

For incoherent illumination, the cross product terms are 
all zero, and the system becomes linear shift invariant. 
Under this condition, since a;/ = a,, and GI, , , (x ,  y )  is 
simply a shifted version of Goooo(x, y ) ,  we obtain an out- 
put intensity of the form 

N N  

~ ( x ,  y )  = C 22 a , , g r ( x  - id, y - j d )  (9) 

where g, (x ,  y) = GooOo(x, y )  is the output intensity due to 
a pixel located at the origin. 

I = [  

111. DESIGN SPECIFICATIONS 

The design specifications are best derived by way of an 
example. Suppose the desired output image is a pattern of 
two infinitely long bars, shown in Fig. 1. The desired bi- 
nary aerial image is zero in domain A and one in domain 
B or the complement of A .  Let C and D represent contours 
surrounding the boundaries of regions A and B respec- 
tively, where contour C is in region A and contour D is in 
region B .  

We have chosen the following constraints as our design 
specifications: 

I ( .? )  5 a . ? E A  , (10) 

I ( ? )  2 b Z E B  (1 1) 

I(.?) I c Z E C  (12) 

I(.?) 2 d . ? E D  (13) 

where .? represents spatial location ( x ,  y ) ,  and a, b, c and 
d are the corresponding intensity threshold values in re- 
gions A ,  B ,  C and D ,  respectively. 

Since it is difficult to check the design specifications at 
all the points in A ,  B ,  C and D as shown in inequalities 
(10)-(13), we have chosen to discretize the regions and 
the contours. Fig. 2 shows the cross section of aerial im- 
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Fig. 1 .  Desired binary image of two infinitely long bars. The desired im- 
age is 1 in region B and 0 in region A.  The regions between contours C 
and D are transition regions in the specifications. 
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Fig. 2. Cross section diagram of Fig. 1 illustrating the specifications for 
the two infinitely long bars as a desired image. The square and circular dots 
are the sampling points enforcing the constraints. 

age together with the sampling points used for enforcing 
the constraints of inequalities (lo)-( 13). Intuitively 
speaking, as long as the samples are dense enough, sat- 
isfying the constraints at the sampling points results in 
satisfying the constraints in an entire region. This is be- 
cause the image intensity is a band-limited function. Fig. 
4 shows the sampling point distribution for an elbow. To 
increase flexibility, we have chosen different densities for 
contour samples and domain samples. 

Taking into account the process of photoresist devel- 
opment and assuming that the normalized 0.3 intensity 
contours correspond to the line edges after development, 
the intensity threshold values a ,  b ,  c and d can be used to 
represent a simple photoresist model, shown in Fig. 3, 
where d = c = 0.3 .  Our problem is then to find a set of 
pixel variables, configurations or states, such that the out- 
put intensity &, y )  satisfies all the contraints which de- 
scribe the desired output image at an appropriate set of 
sampling points. 

Fig. 3. A simple model of photoresist. As a rule of thumb, the line width 
corresponds to the 0.3 contour of light intensity when the light intensity is 
normalized by that of a large feature. 
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Fig. 4. Sampling point distribution for an elbow. The dark lines are the 
desired contours. The regions outside (between) the two dark lines are re- 
gion A (BJ, and the sampling points are the white squares. The lines formed 
by the circular sampling points inside region A (BJ corresponds to contour 
C (D). 

IV. OPTIMIZATION BY BRANCH A N D  BOUND ALGORITHM 
FOR BINARY MASKS 

We have chosen the objective function for our optimi- 
zation problem to be the sum of intensity slopes across 
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Fig. 5 .  Regular mask for a comer.  

the transition regions: 

N ,  

k =  1 
* * , N )  = (Z(2:) - I ( ? ; ) )  (14) f (a , , :  i, j = 1, 

where 2: is the kth sampling point along the contour D, 
2; is the kth sampling point along the contour C, N is 
the number of pixels in each dimension and N, is the num- 
ber of sampling points on contour C or D. Our problem 
can then be stated as: find a configuration {a,,} that max- 
imizes f in (14) subject to the inequality constraints 
(10)-(13). We use the branch and bound algorithm [2] to 
solve this linear binary problem. Since we have described 
this algorithm in [3], we will not repeat it here. 

We will present two examples of binary mask design 
under incoherent illumination using the branch and bound 
algorithm. The first one is a comer, shown in Fig. 5 ,  and 
the other is an elbow, shown in Fig. 9. In both cases, the 
pixel size is chosen to be 0.2 pm X 0.2 pm, the feature 
size is 0.8 pm. The bandwidth of the optical system is in 
units of cycle/pm. For different values of bandwidth of 
the optical system, we obtain different optimized mask 
patterns, and for large values of bandwidth, the optimized 
patterns are identical to regular masks. This is consistent 
with the results we obtained in [3]. Let us define the pa- 
rameter, relative transition width, as the ratio of the dis- 
tance between the contours D and C to the feature size. 
We have found that for a given pixel size, thresholds, and 
bandwidth of the system, there is a minimum relative 
transition width for which we can find a solution by prop- 
erly choosing the dose of the input pixel variables. As we 
would expect, for smaller bandwidth, or larger difference 
in the thresholds, the minimum transition width becomes 
larger. 

Both examples shown in Figs. 7 and 11 correspond to 
optimal mask designs with minimum relative transition 
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Fig. 6 .  Output intensity distribution due to the regular mask of Fig.  5 un- 
der incoherent illumination. 
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Fig. 7 .  Designed mask for a comer using the branch and bound algorithm. 

width. Figs. 5 and 9 are desired patterns, or the regular 
mask patterns, Figs. 6 and 10 are image plots due to reg- 
ular mask patterns, and Figs. 8 and 12 are image plots 
due to the optimal mask patterns of Figs. 7 and 11, re- 
spectively. We can see that in both cases, the output im- 
ages due to optimal mask patterns have sharper 0.3 
threshold contour shape than those of regular masks. We 
believe the low contrast at the corners in Figs. 8 and 12 
to be inherent to incoherent illumination, for which there 
is a trade off between contrast and sharpness of contour 
shape. After all, these plots are from a system which al- 
lows minimum amount of frequency components to pass 
through. With the introduction of more frequency com- 
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Fig. 8. Output intensity distribution due to the designed mask of Fig. 7 
under incoherent illumination. 
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Fig. 9 .  Regular mask for an elbow 

ponents or some coherence, the contrast can be increased, 
as we will show in later examples. Note that, unlike the 
desired pattern, the solution in Fig. 12 is not symmetric 
with respect to the x = y line. We will discuss this later 
in Section VI. 

Compared to the Mean Squared Error (MSE) criteria 
formulation [ 3 ] ,  the above specification has several ad- 
vantages. First, it results in better intensity contours, 
hence it is more appropriate for optical lightography ap- 
plication. Second, it results in a simpler formulation than 
MSE, allowing us to solve larger problems. Thirdly, these 
specifications have incorporated a simple model of pho- 
toresist development, which allows us to take advantage 
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Fig. 1 1 .  Designed mask for an elbow using the branch and bound 
algorithm. 

of the contrast-enhancement characteristics of photore- 
sist. 

The branch and bound algorithm can also be applied to 
imaging with partially coherent illumination, and to phase- 
shifting mask design. In fact, the partially coherent illu- 
mination case requires quadratic rather than linear pro- 
gramming algorithm and the phase-shifting case involves 
a ternary programming problem with pixel values { - 1,  
0, 1 } rather than a binary programming one with values 
(0,  I}.  Nontheless, the implementation is more involved 
than that of the incoherent case, and therefore we have 
opted to use the simulated annealing algorithm instead. 
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Fig.  12. Output intensity distribution due to the designed mask of Fig.  I 1  

under incoherent illumination. 

V .  OPTIMIZATION BY SIMULATED ANNEALING FOR 
PHASE-SHIFTING MASKS 

A .  Formulation 
In this section, we explore the use of the Simulated An- 

nealing (SA) algorithm for phase shifting mask design 
with partially coherent illumination. To use this algo- 
rithm, we have converted all the constraints in inequali- 
ties (10)-(13) into a total objective function. The total 
objective function is chosen to be a weighted sum of local 
objective functions corresponding to different sampling 
points and is given by 

H(a')  = c h A ( I ( ? k ,  a')) + h B ( I ( ? k ,  a')) 
k € N a  k € N B  

where k is the index for sampling points, a' is the vector 
of pixel variables, N ,  is the set of indices of the samples 
in region i with i = A ,  B ,  Cor D .  This definition of index 
i will be used to define other related variables. The objec- 
tive function hj(I (Zk,  a')), at a particular sampling point 
with coordinate n ' k ,  is chosen to be a nonlinear function 
of the error at that point, 

(16) 
where Xi is the penalty factor which reflects the relative 
importance of each constraint in inequalities (10)-(13) and 
the error function e ; ( I ( ? k ,  a')) at each sampling point is 

defined as follows: 

The error function e ; ( I ( ? k ,  a')) in (17) is chosen in ac- 
cordance with the inequalities (lo)-( 13). Specifically 
since I (? )  is specified to be smaller than a and c in in- 
equalities (10)-(13) respectively, the form of e ; ( I ( ? k ,  

a')) for ?k E A and ?k E C in (17) is chosen in such a way 
as to force ei to be as negative as possible. A similar ar- 
gument can be made for i ? k  E B and ?k E D. Therefore the 
more positive (negative) the error function is, the more 
(less) it violates the constraints in inequalities (lo)-( 13). 
Since the SA algorithm does not depend on the functional 
form of the objective function, we have chosen the objec- 
tive function (16) to be a nonlinear function of the error 
function. In fact, this choice of the form of objective 
function and the penalty factors described later enables us 
to apply SA algorithm to mask design problems. 

The penalty factors are chosen such that whenever the 
constraints in inequalities (10)-(13) are violated at any 
sampling point by a certain small amount, the increase in 
the objective function due to that point will be larger than 
the sum of all the negative contributions from those sam- 
pling points at which the constraints in inequalities (10)- 
(13) are satisifed, i.e., e; < 0. Therefore the objective 
function is dominated by the constraint violating points. 
This way, the elimination of constraint violating points 
becomes the highest priority of the optimization process. 
Only when all the constraints are satisfied, does the op- 
timization scheme starts paying attention to the improve- 
ment of constraint satisfaction. To achieve the above goal, 
we have chosen the penalty factors as follows: 

Xi = h l K  (18) 
where Xl > 1 is the penalty factor which reflects the rel- 
ative importance of each region or contour, and K is a 
large positive constant. 

B. Application of Simulated Annealing 
Simulated Annealing is a technique developed in recent 

years to solve complex optimization problems [7]-[ 121. 
It is based on the analogy between the simulation of the 
annealing of solids and the problem of solving large com- 
binatorial optimization problems. Here we provide a brief 
description of the basic algorithm and concentrate on the 
way we apply it to the mask design problem. The reader 
is referred to [7], [ 131, [lo], [ 1 11 for a complete descrip- 
tion of the SA algorithm. For convenience, we assume 
binary optimization in the following, unless otherwise in- 
dicated. 
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In combinatorial optimization problems, if we assume 
configurations to correspond to states of a solid, the ob- 
jective function H to energy, and the control parameter T 
to temperature in physics, then the annealing process can 
be simulated on a computer by assigning the Boltzmann 
distribution to the configurations according to the objec- 
tive function. The annealing process in physics for finding 
the ground state of a solid is then equivalent to finding the 
set of configurations which result in minimum value of 
objective function in combinatorial optimization. 

Consider different binary patterns of the mask, denoted 
by a random vector X, to be the state of a statistical sys- 
tem. If the objective function, or energy function corre- 
sponding to a state X is H ( X ) ,  then according to Boltz- 
mann distribution the probability of being in state X at 
thermal equilibrium is 

where Z is a normalizing constant, or the partition func- 
tion in statistical physics. At high temperature, this dis- 
tribution is almost uniform, and the system is equally 
likely to be in any state. We gradually decrease the tem- 
perature parameter T ,  allowing the system to reach ther- 
mal equilibrium at each T. As the temperature decreases, 
the Boltzmann distribution concentrates more on the states 
with low energy. Finally, when the temperature ap- 
proaches zero, all other states except for the minimum 
energy states have a zero probability of occurrence, and 
a ground state is found. However, if the temperature is 
decreased too fast, the system may get trapped in some 
local minimum of energy, as in the case of annealing sol- 
ids, where defects occur. In computer simulations, we 
carefully choose a sequence of decreasing temperatures, 
{ T, } ,  with T, + 0. Starting from an initial mask pattern, 
at each T, a sequence of mask patterns or states is gen- 
erated by randomly choosing a pixel and flipping it to the 
other state. This is called a proposal for a transition. If 
we denote the state before the flip to be state i, the state 
after the flip to be statej, and the resulting change of en- 
ergy by A H j j  = H(X,) - H(Xi) ,  then the probability for 
s ta te j  to be the next state in the sequence is chosen to be 
1, if A H i ,  < 0, and exp ( - ( A H i j / T m ) ) ,  if A H i j  2 0. 
Thus there is a nonzero probability of continuing with a 
mask pattern with higher energy than the current state. 
This process is continued until equilibrium is reached, 
i.e., until the probability distribution of the system ap- 
proaches the Boltzmann distribution, given by (19). We 
notice that the probability of making a transition from state 
i to s ta te j  does not depend on the history of how state i 
was reached, hence the generated sequence { X , ( n ) }  for 
each T, is a Markov chain, [ 141. 

The temperature is then lowered in steps, with the sys- 
tem being allowed to approach equilibrium for each step 
of T, by generating a sequence of mask patterns in the 

previously described way. The algorithm is terminated for 
a small value of T,,,, for which virtually no deterioration 
is accepted anymore. The final ‘frozen’ state, or mask 
pattern, is then taken as the solution to the mask optimi- 
zation problem. 

For phase-shifting masks, the values each pixel vari- 
able can take are { - 1, 0, 1 }. We still randomly choose 
a pixel; however, there are two proposed transitions in- 
stead of one for each pixel. An acceptance rule that de- 
cides which of the three states may be the next state in the 
sequence has to be chosen. The proposed transition is 
considered rejected if the pixel value is not changed ac- 
cording to the acceptance rule. The proposed transition is 
considered accepted if proposed pixel variable takes one 
of the other two values different from its original value, 
according to the acceptance rule. 

The acceptance rule can be chosen to be the conditional 
probability of statej, given the previous state i and pxiel 
k being chosen to be perturbed. According to Boltzmann 
distribution, this conditional probability is 

exp ( - A H j i / T )  

where 1 is the index for possible next states, w is the set 
of three states generated by keeping all other pixel values 
the same as in state i except for pixel k ,  which takes on 
values { - 1 , 0, 1 } , and A Hi, is the change of energy func- 
tion from state i to state 1. 

Since the light intensity due to a pixel dies out with 
distance, and the interaction between two pixel light 
sources decreases with their distance, the light intensity 
and hence the energy function at any sampling point is a 
function of only its neighboring pixels, say in a circular 
region centered at the sampling point with radius R .  For 
the same reason, any pixel can influence the intensity only 
at sampling points in a circular region centered at the pixel 
with radius R. The acceptance probability of a change of 
value of pixel k depends on the change of energy function 
A Hi,, which only depends on the light intensity at sam- 
pling points in a neighborhood of pixel k .  The intensity 
at those sampling points in turn only depends on values 
of pixels in their neighborhood. Therefore, the acceptance 
probability only depends on the values of pixels in a re- 
gion centered at pixel k with radius 2R. This can be used 
to save computation time. 

The choice of the initial temperature, rule for decreas- 
ing temperature, length of Markov chains, and a stopping 
criterion for the entire SA algorithm is called a cooling 
schedule. The cooling schedule has a great deal of influ- 
ence on the performance of the SA algorithm. Before de- 
scribing our cooling schedule, we need to introduce the 
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concept of quasi-equgibrium: let L, be the length of the 
mth Markov chain, b(L,, T,) and $(T,) be the vectors 
representing the probability distribution after L, transi- 
tions and the stationary distribution of the homogeneous 
Markov chain at the value T, respectively. An annealing 
algorithm is said to be in qu2si-equilibrium at the value 
of control parameter T,, if 11 b (L,, T,) - $(T,)ll < E for 
the required precision E .  The definition of the metric 11 11 
affects the cooling schedules. The following discussion 
describes the particular cooling schedule that we have 
chosen to use: 

Initial Value of Control Parameter: The initial value 
of T is chosen such that all transitions are equally likely 
to be accepted, ignoring the differences in cost function. 
As a quantitative measure, we define the acceptance ratio 
x as the number of accepted transitions divided by the 
number of proposed transitions. We choose the initial 
value xo and determine To by calculating the average in- 
w e  in cost function over all proposed transitions, 
AH’ ,  f-number of random transitions and set To to be 
To = (AH+/ ln  [l /xol) ,  [151. 

Final Value of the Control Parameter: This is the stop- 
ping criterion for the entire SA algorithm. A reasonable 
choice would be to terminate the execution of the algo- 
rithm if the last states of consecutive Markov chains are 
identical for a number of chains [ 161. 

Length of Markov Chains: An intuitive choice which 
is based on the concept of quasi-equilibrium was made by 
Skiscim and Golden [17]: define an epoch as a number of 
transitions with a fixed number of acceptances and the en- 
ergy of an epoch as the energy value of the last state of 
an epoch. As soon as the energy of an epoch is within a 
specified distance from the energy of one of the preceding 
epochs, the Markov chain is terminated. This way, the 
termination of a Markov chain is related to the fluctua- 
tions of the values of the energy function in that chain. 

Decreasing the Control Parameter: There is a trade- 
off between the speed of reducing the control parameter 
T, and the length L, of the Markov chain at that particular 
T,. The convergence of SA algorithm is based on consec- 
utive transitions from one equilibrium to another equilib- 
rium. In computer simulations, the concept of quasi-equi- 
librium has to be used. A Markov chain is terminated 
when quasi-equilibrium is achieved at the value of control 
parameter T,. When T, is decreased to T, + I ,  the quasi- 
equilibrium is disturbed. A new sequence of Markov chain 
is constructed to achieve a new quasi-equilibrium. For 
larger decreases in T,, the previous quasi-equilibrium is 
disturbed more seriously, and the length L, + I of the Mar- 
kov chain has to be longer in order to re-establish quasi- 
equilibrium. For this reason, one usually opts to decre- 
ment T, slowly. A number of authors have used geomet- 
ric sequence for T,, 

T, = CYT,-~, m = 1 ,  2, - (22) 
where CY is a constant smaller than but close to 1. Choices 

of CY have ranged from 0.5  to 0.99 by different authors 
[15], [ l l ] .  We have chosen CY = 0.9 in our simulation. 

For more details on cooling schedule, refer to [7]-[ 131, 
[151, [17l. 

It should be noted that the iterative algorithm, in which 
a transition is accepted (rejected) whenever it results in a 
reduction (increase) of objective function, is simply a 
greedy annealing algorithm in which the temperature is 
reduced to zero at the very beginning of the annealing 
process. While the iterative algorithm is likely to con- 
verge to local rather than global minima, it is less com- 
putation intensive than the SA algorithm. Therefore it 
could potentially result in acceptable mask designs if the 
initial patterns are chosen close to the global minimum. 

C. Simulation Results 

In the following simulations, (1) is used to calculate 
output intensity and SPLAT [6] is used to calculate the 
TCC function and to check the final results. The TCC 
function is calculated only once for each optimization. 
The change of intensity due to one pixel change is cal- 
culated only in a neighborhood of that pixel in order to 
speed up computation. After every 20 accepted transi- 
tions, the entire intensity profile is re-calculated to pre- 
vent accumulation of errors due to the approximation in 
each transition. In all the examples in this section, four 
fold symmetrical patterns are considered. The patterns 
shown in the figures are only the first quadrant of the ac- 
tual patterns. The common parameters for the examples 
are as follows: the wavelength is 0.4358 pm, the numer- 
ical aperture is 0.28, All the space lengthes are in unit of 
pm, the pixel size is 0.2  X 0.2  and the feature size is 0.8.  
We show designs from iterative method along with sim- 
ulated annealing in the following examples. 

Design examples of a comer and an elbow are shown 
in Figs. 13 through 28. The white regions represent trans- 
parent area, light shaded regions represent 180 degree 
phase shift area without damping, and the dark regions 
represent opaque area. Figs. 13 and 15 show the desired 
binary image for a corner and an elbow respectively. 
These figures also represent the “regular” masks that 
would have been used in situations where no pre-distor- 
tion is included. Their corresponding output images are 
shown in Figs. 14 and 16. 

Examples of binary mask design for the corner of Fig. 
13 are shown in Figs. 17 and 19. The design parameters 
used are as follows: the relative transition width is 0.02, 
the thresholds are a ,  6 ,  c ,  d = 0.15, 0.70, 0.20, 0.30 
respectively, and the penalty factors are chosen to be 
~ A , B , c , D  = 5 ,  5 ,  10, 10 respectively. As we can see, the 
choice of penalty factors hi,B,  c,D has emphasized contour 
shape more than contrast; therefore the contours due to 
designed masks are sharper than those due to regular 
masks in Fig. 14. However, the contrast in Fig. 18 is se- 
riously compromised, whereas the contrast in Fig. 20 is 
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Fig.  13. Regular mask for a comer. 
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Fig. 14. Output intensity distribution due to regular mask of Fig. 13 under 

partially coherent illumination. 

still comparable to Fig. 14. These observation indicate 
that our design techniques are effective and that simulated 
annealing is more effective than iterative method, as we 
would expect. 

Examples of phase-shifting mask design are shown in 
Figs. 21 through 27. The design examples for the comer 
of Fig. 13 are shown in Figs. 21 and 23, where the rela- 
tive transition width is 0.1, the thresholds are a ,  b, c ,  d 
= 0.15,0.70, 0.20,0.30, and the penalty factors are cho- 
sen to be X A , B , c , D  = 10, 10, 5, 5,  respectively. Due to the 
loose requirement on the transition width and the empha- 
sis on domain constraints, the intensity profiles in Figs. 
22 and 24 have better contrast than those in Figs. 18 and 

Fig. 15. Regular mask for an elbow. 

M M W M  
0.00 

MAXIMUM 
0.84 

a 

Fig. 16. Output intensity distribution due to regular mask of Fig.  15 under 
partially coherent illumination. 

20, but not as good contour precision, or linewidth con- 
trol. To achieve a proper balance, the penalty factors need 
to be accordingly modified. The design from SA algo- 
rithm again outperforms that of the iterative method. De- 
sign examples for the elbow of Fig. 15 are shown in Figs. 
25 and 27, where the relative transition width is 0.02, the 
thresholds are a ,  b, c ,  d = 0.15, 0.70, 0.20, 0.30, and 
the penalty factors are chosen to be X A , B . c , ~  = 5, 5, 5, 5 
respectively. Again, the output image due to the mask 
from SA algorithm compares favorably to that of iterative 
method which in turn compares favorably to that of the 
regular mask in terms of both contrast and contour shape. 

It is interesting to note that there are many auxiliary 
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Fig. 17. Designed binary mask for the comer of Fig. 13 by iterative Fig. 19. Designed binary mask for the comer of Fig. 13 by simulated 

method. 
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Fig. 18. Output intensity distribution due to the designed b 

Fig. 17 under partially coherent illumination. 
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Fig. 20. Output intensity distribution due to the designed binary mask of 

Fig. 19 under partially coherent illumination. 
ry mask of 

features in region A which are not printed. A feature is 
referred to as not printed if the light intensity at its loca- 
tion is below threshold a. Although the designed masks 
look complex, some general observations can be made. 
Generally, in order to increase the light intensity in region 
B without changing the exposure time for large features, 
the auxiliary non-phase-shifting pixels are placed around 
and nearby the feature. Then some phase-shifting pixels 
are placed nearby those auxiliary pixels to reduce the in- 
tensity in order to force the transition to be in between 
contours C and D ,  or to prevent auxiliary pixels from 
printing. Sometimes, even consecutive phase-shifting 

pixels are needed to cancel the intensity extending out of 
the B region. Our approach has taken full advantage of 
the contrast enhancement characteristic of the photoresist, 
i.e., as long as the local intensity is less than 0.15, the 
image is not printed on the photoresist. The auxiliary pix- 
els far from transition regions may impose some difficulty 
in practice. However, we can eliminate those pixels by 
choosing their values to be fixed in the optimization. This 
can also speed up the algorithm, though, the designed 
masks would of course be less optimal. 

There are two other important aspects the reader should 
be aware of. One is that since the numerical aperture used 
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Fig. 21. Designed phase-shifting mask for the comer of Figure 13 by it- 

erative method. 
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Fig. 22. Output intensity distribution due to the designed phase-shifting 
mask of Fig. 21 under partially coherent illumination. 

here is quite small, i.e., 0.28, depth of focus is not an 
issue here. This can be verified by simply computing the 
aerial image at maximum defocus plane. The other is that 
the degree of coherence used here, s = 0.7, results in 
relatively low interference. When s is reduced, the im- 
provement of optimally designed mask over conventional 
masks will be considerably larger. 

D. Masks with Phase Conflicts and Portability 
Among all the phase-shifting masks proposed so far, 

alternating phase-shift design, first proposed by Levenson 
[ 181, enjoys the most improvements over conventional 
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Fig. 23. Designed phase-shifting mask for the comer of Fig. 13 by sim- 

ulated annealing. 
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Fig. 24. Output intensity distribution due to the designed phase-shifting 
mask of Fig. 23 under partially coherent illumination. 

masks. Unfortunately, it results in  phase conflicts when 
applied to features other than periodic line-space patterns. 
Our proposed technique in this paper provides a unique 
approach to solving this problem, which is generally con- 
sidered to be a bottle-neck in phase-shifting mask appli- 
cation. 

Figs. 29 through 36 show an example of phase-conflict- 
ing mask design. The pictures are periodic in both x and 
y directions. The simulation is done for i-line (0.365 pm) 
stepper with 0.32 NA on Waycoat HiPR 6512 resist. 
Again, all the lengths are in units of pm. For masks in 
Figs. 29 and 32, the dark region represents opaque, white 
region represents transparent, dark shaded region repre- 
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Fig. 25. Designed phase-shifting mask for the elbow of Fig. 15 by itera- Fig. 27. Designed phase-shifting mask for the elbow of Fie. 15 by simu- 

tive method. 
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Fig. 26. Output intensity distribution due to the designed phase-shifting 
mask for the elbow by iterative method. 

Fig. 28. Output intensity distribution due to the designed phase-shifting 
mask for the elbow by simulated annealing. 

sents 180” phase-shift transparent and light shaded region 
represents 90” phase-shift transparent. The images in 
Figs. 3 1 and 34 are projection of photoresist profiles after 
development simulation by SAMPLE3D, a 3-D resist de- 
velopment simulation program developed at University of 
California, Berkeley. In this example, the goal is to print 
a cross on the resist. Suppose phase assignment at nearby 
features lead to a phase-conflict which requires us to con- 
nect a 0” and a 180” line. An intuitive solution [19], [20] 
is to place a 90” phase line in between the 0” and 180” 
regions, as shown in Fig. 29. The resulting intensity dis- 
tribution of such an approach is shown in Fig. 30. As seen 
in Fig. 31, this results in an unsuccessful connection. Our 

optimally designed mask, its resulting intensity distribu- 
tion and developed resist profile are shown in Figs. 32, 
33, and 34 respectively. As seen in Fig. 34, the optimal 
mask results in full connection without “bridging” dif- 
ferent features. Figs. 35 and 36 are the corresponding 3-D 
developed resist profiles of Figs. 31 and 34, respectively. 
This example also serves to verify that the method of 
comparing the aerial images in our previous examples is 
valid. 

In the above example, we have implicitly introduced a 
new concept which we refer to as “optimization under an 
environment.” That is, only the center portion of the mask 
is optimized, and the surrounding portions are left intact. 
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Fig. 29. A simple 0"/180" phase connection with 90" phase. Feature size 

and connection length are both 0.64 pm. 
Fig. 32. Designed 3-level phase-shifting mask for the phase connection. 
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Fig. 30. Output intensity distribution due to the simple mask of Fig. 29. Fig. 33. Output intensity distribution due to the designed mask of Fig. 32. 
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Fig. 31. Projection of the resist protile on the chip after photoresist de- 

velopment for the simple mask of Fig. 29. 
Fig. 34. Projection of the resist profile on the chip after photoresist de- 

velopment for the designed mask of Fig. 32. 

This way, the interference between light through the op- 
timized portion of the mask and nearby unoptimized por- 
tion of the mask are already taken into account in our op- 
timization. Therefore the optimized mask, together with 
the environment under which it is optimized, become a 
portable design unit. The unit can be applied whenever 
the environment matches. This arrangement allows us to 
build an optimized phase-shifting mask library. The de- 
sign of phase-shifting mask then becomes a simple task 
consisting of two steps. First, assign the phase of features 
alternatively without paying attention to the resulting 
phase-conflicts; then choose the appropriate optimized 

units from an optimized mask library to replace the phase- 
conflicting regions resulting from the first step. 

VI. DISCUSSION 
It is worthwhile to note that except for the mask shown 

in Fig. 7, all the remaining designed masks in this paper 
are unsymmetric about the line x = y. These designs re- 
sult in visible unsymmetric intensity patterns except in 
Figs. 20 and 24. This can be partially explained by noting 
that symmetry enforcement merely reduces the size of the 
solution space for the SA algorithm. Another explanation 
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Fig.  36.  Developed resist profile from the designed mask in Fig.  32 

is that enforcing symmetry requires simultaneous flipping 
of two, rather than one, pixels at a time, and therefore 
results in twice as much change in the light intensity. 
Thus, unsymmetric masks alter the intensity profile in 
finer steps than symmetric ones and hence are more likely 
to satisfy the design specifications. Another observation 
to be made is that an unsymmetric solution and its mirror 
image with respect to the diagonal, result in the same 
value of the objective function. Thus the symmetry of the 
problem manifests itself through degeneracy. 

The iterative algorithm takes about 0.5 to 2 hours for 
the elbow design on a SUN SPARC-1 workstation. The 
simulated annealing algorithm takes from 6 to 9 hours to 
optimize the elbow masks. Although we can use more so- 
phisticated cooling schedules to speed up the algorithm, 

we have found that computing the output intensity is the 
most computationally intensive part of the optimization, 
and that the convergence of the algorithm is not a major 
issue. So, if we find a formula for a single pixel pertur- 
bation or if we find a fast way to compute the functions 
G,, ,m (x, y ) ,  then optimization speed can be drastically in- 
creased. The generation probability could also be made 
nonuniform in order to speed up the convergence of the 
algorithm, exploiting the fact that the edge pixels are more 
important than other pixels. 

Comparing the branch and bound algorithm and simu- 
lated annealing algorithm, we notice that the branch and 
bound algorithm is more sophisticated in that it can find 
absolute minimum or maximum, and the threshold con: 
straints are completely satisfied for any obtained solution; 
but its implementation is more involved than SA algo- 
rithm. In particular, its implementation for the case of 
partially coherent illumination depends on the functions 
G,,lm(x, y ) ,  that is, it depends on explicit functional form. 
While simulated annealing algorithm is easy to imple- 
ment, does not depend on the form of the objective func- 
tion, and the relation between pixel variables and the ob- 
jective function can be an implicit function, it does not 
guarantee that all the constraints are satisfied; further- 
more, we need to choose proper weights on sampling 
points in order to obtain acceptable results, the compu- 
tation time could be long and the cooling schedule needs 
to be fine tuned. Nonetheless, SA formulation is very ver- 
satile, and can handle many more factors than what we 
have dealt with here. Besides, the iterative method can be 
used whenever a quick solution, rather than near global 
minimum is desired. Comparing the output intensity due 
to the iterative algorithm and simulated annealing algo- 
rithm in Figs. 18 and 20, Figs. 22 and 24, and Figs. 26 
and 28, we notice that the later outperform the former 
either in terms of contour sharpness or contrast. This in- 
dicates the necessity of avoiding the local minima in the 
optimization process. 

We notice that the designed masks are very different 
from conventional masks. The introduction of phase- 
shifting mask provides more degrees of freedom, but the 
determination of predistorted masks has also become more 
complex. For the phase-conflicting case we solved here, 
it is unimaginable for a person, however experienced he/ 
she is, to arrive at a result by trial and error process. To 
make full use of phase-shifting masks, experience and 
existing approaches are not enough, and new systematic 
techniques such as the ones ,proposed in this paper are 
needed. We believe that a combination of Levenson type 
and locally optimized phase-shifting mask as proposed 
here is a viable candidate for future phase-shifting mask 
design. 

The bit-map representation of our designed masks may 
present difficulties in mask making due to the large amount 
of data to be processed. Besides, misalignment may affect 
our designs more than simpler designs. Therefore, our 
proposed algorithm is most useful for small regions, es- 
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pecially for situations where simple designs are inade- 
quate. Examples of such cases are bias for small features, 
or connecting different phases. In addition, our algorithm 
can be used as a tool to improve our understanding of 
phase shifting mask design. Specifically, the intuition 
gained from optimum designs can be used for simpler, 
practical designs. From a theoretical viewpoint, our al- 
gorithm provides an estimate of the upper bound of the 
performance of pre-distorted masks. Finally, our algo- 
rithm can be used to design masks that compensate dis- 
tortion due to optical aberrations, and can be extended to 
E-beam and X-ray projection printing. 

While we have verified our designs via simulation 
packages such as SAMPLE3D, it needs to be further ver- 

‘ified experimentally. Possible sources of discrepancy be- 
tween our simulation and experimental results might arise 
due to the fact that our algorithm is based on the intensity 
threshold criterion, and does not consider the distortion 
of light at defocus. Specifically, it optimizes intensity at 
the focus plane, and SAMPLE3D propagates the intensity 
profile at focus plane down into photoresist assuming 
plane wave and normal incidence. Therefore, our pro- 
posed design technique is likely to perform better for top 
surface imaging technologies than single layer processes. 
Our preliminary results on incorporating defocus effects 
in the optimization process are encouraging [ 2  11. 
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