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In this paper, we develop a set of data processinglgorithms

for generating textured fagade meshes of cities frm a series of
vertical 2D surface scans, obtained by a laser scaer while

driving on public roads under normal traffic condit ions. These
processing steps are needed to cope with imperfeotis and
non-idealities inherent in laser scanning systemsush as
occlusions and reflections from glass surfaces. Thariven path

is cut into easy-to-handle quasi-linear segments i

approximately straight driving direction. The verti cal scans in
each segment are recorded in a sequential topologitorder,

and are transformed into a depth image; if availabk,
additional 3D data from other modalities such as streo vision
is also taken into consideration. Dominant buildingstructures
are detected in the depth images, and points are a$sified into
foreground and background layers. Large holes in tle
background layer, caused by occlusion from foregroand layer

objects, are filled in by planar or horizontal interpolation. The

depth image is further processed by removing isolad points
and filling remaining small holes, to obtain a texured surface
mesh. We apply the above steps to a large set of datwith

several million 3D points, and show photorealistictexture

mapped 3D models.

Keywords: 3D city model, depth image, occlusion, image
restauration, urban simulation

. INTRODUCTION

Three-dimensional models of urban environments are
useful in a variety of applications such as urbdanming,
training and simulation for urban terrorism scepariand
virtual reality. Currently, the standard techniquer
creating large scale city models in an automatedami-
automated way, is to use stereo vision approacheseoial
or satellite images [5, 9, 14]. In recent yearsyauces in
resolution and accuracy of airborne laser scanhave also
rendered them suitable for the generation of reabt:
models [8, 10]. Both approaches have the disadgpnthat
their resolution is only in the range of 1 to 2 feand more
importantly, they can only capture the roofs of thaldings
but not the facades. This essential disadvantagéibpits
their use in photo realistic walk or drive-through
applications. There have been various attemptsctiuiae
the complementary ground-level data necessary hoptete
existing airborne models, either using stereo visj8] or

3D laser scanners [11]. But as data has to be aedun a
slow stop-and-go fashion, these approaches do cale 20
more than few buildings.

In previous work, we have developed a method capaibl
rapidly acquiring 3D geometry and texture data fam
entire city at the ground level by using fast 2Dséa
scanners and a digital camera [6, 7]. The data &dipn
system is mounted on a truck, moving at normal siseen
public roads, collecting data to be processed méfli This
approach has the advantage that data can be adquire
continuously, rather than in a stop-and-go fashiand is
therefore extremely fast. Relative position changes
computed with centimeter accuracy by matching sssie
horizontal laser scans against each other; globaltjpn is
determined by additional use of aerial photos angital
roadmaps [7]. As a result, facade scan points agistered
with the aerial photos or airborne laser scansijlifating
subsequent fusion with models derived from airbataéa.

In this paper, our goal is to create a detailectuesd 3D
facade mesh to represent the building walls at hilgghest
level of detail. As there are many erroneous scamfs,
e.g. due to glass surfaces, and foreground objeatsally
occluding the desired buildings, the generatioradhcade
mesh is not straightforward. A simple triangulatiohthe
raw scan points by connecting neighboring pointsosé
distance is below a threshold value, does not teisubn
acceptable reconstruction of the street scenerghasvn in
Figures 1(a) and 1(b). Even though the 3D strucuae be
easily recognized when viewed from a viewpoint néee
original acquisition position as in Figure 1(a),ethmesh
appears noisy due to several reasons; first, tlaeeeholes
and erroneous vertices due to reflections off tiasg on
windows; second, there are many pieces of geometry
“floating in the air”, corresponding to partiallyaptured
objects and measurement errors. The mesh appedrs to
even more problematic when viewed from other viewmp®
such as the one shown in Figure 1(b); this is beean this
case the large holes in the building facades causgd
occluding foreground objects, such as cars andsiree
become visible. Furthermore, since the laser scaly o
captures the frontal view of foreground objectseyh
become almost unrecognizable when viewed sidewAys.



we drive by a street only once, it is not possitte use
additional scans from other viewpoints to fill imgs caused
by occlusions, as is done in [2, 11]. Rather, wevédo
reconstruct occluded areas by only using cues from
neighboring scan points; as such, there has béta Work

to solve this problem [12].

Figure 1: Triangulated raw points; (a) front view; (b)
side view.

In this paper, we propose a class of data procegssin
techniques to create visually appealing facade eediy
removing noisy foreground objects and filling holesthe
building facades. Our objectives are robustness and
efficiency with regards to processing time, in ord®
ensure scalability to the enormous amount of datlting
from a city scan. The outline of this paper isfaiows: In
section Il we introduce our data acquisition systemd
position estimation; sections Il and IV discuss tipa
splitting and depth image generation schemes. \seritee
our strategy to transform the raw scans into a ailu
appealing facade mesh in sections V through VItpauatic
texture mapping in section VIII, and the experimant
results in section IX.

II. DATA ACQUISITION AND POSITION ESTIMATION

As described in [6], we have developed a data asitjon
system consisting of two Sick LMS 2D laser scannearsd

a digital color camera with a wide angle lens. Asen in
Figure 2, this is mounted on a rack of approximgat8l6
meters height on top of a truck, in order to obtain
measurements that are not obstructed by pedesteads
cars. The scanners have a {deld of view with a
resolution of £, a range of 80 meters and an accuracy®f

centimeters. Both 2D scanners are facing the sade &
the street. One is mounted horizontally and is used
position estimation. The estimation is based omstwascan
matching and global correction algorithms using iaer
photos, and is described in detail in [7]. The atkeanner
is mounted vertically with the scanning plane ogbaoal to
the driving direction, and scans the buildings astdeet
scenery as the truck drives by. The camera is ¢ei@im the
same direction as the scanners, with its centegrofection
approximately in the intersection line of the twoasining
planes. All three devices are synchronized withheather
using hardware-generated signals, and their coatdin
systems are registered with respect to each other.

Figure 3: Driven path overlaid with road map.

We introduce a Cartesian world coordinate systeny,bt
where x,y is the ground plane and z points into he.
Assuming that the city streets are flat, the pasitiof the
truck can be described by the two coordinates »y an
orientation angled of the truck coordinate system. Using
the localization methods in [6, 7], current spegdsition
and orientation of the truck can be estimated facle scan.
Thus, the entire “capture” path of the acquisitimack can

be reconstructed, as shown in Figure 3, togethén wilong
series of vertical 2D scans, associated with scanne



position. To partially compensate for the unpredide,
non-uniform motion of the truck, the scan series is
subsampled such that the spacing between successivis

is roughly equidistant. For each vertical scgruSed for the
3D reconstruction, there is a tuple (¥, 6, which
describes position and orientation of the scanmerthie
world coordinate system during acquisition. Furthere,
let s,, be the distance measurement on a point in sGan S
with azimuth anglev. Then, ¢,=cosp)" s,, is the depth
value of this point with respect to the scannek. iits
orthogonal projection into the ground plane, aswshdn
Figure 4.

2k |laser scans

Figure 4: Scanning setup.

Ill. SEGMENTATION OF THE DRIVING PATH INTO QUASI
LINEAR SEGMENTS

The captured data during a twenty minute drive ¢sissof
tens of thousands of scan columns. Since successiars
in time correspond to spatially close points, eaguilding

or a side of a street block, it is computationally
advantageous not to process the entire data asbtook,
rather to split it into smaller segments to be mssed
separately. We impose the constraints that (a) path
segments have low curvature, and (b) scan colunave fa
regular grid structure. This allows us to readifientify the
neighbors to right, left, above and below for egobint,
and, as seen later, is essential for the generatiandepth
image and segmentation operations.

Scan points for each truck position are obtaineavasirive
by the streets. During straight segments, the apatider of
the 2D scan rows is identical to the temporal ordéthe
scans, forming a regular topology. Unfortunatehjistorder
of scan points can be reversed during turns towdlss
scanner side of the car. Figures 5(a) and (b) shbe
scanning setup during such a turn, with scan planes
indicated by the two dotted rays. During the twortical
scans, the truck performs not only a translation &lso a

rotation, making the scanner look slightly backwadiiring
the second scan. If the targeted object is closaugh, as
shown in Figure 5(a), the spatial order of scanng®il and

2 is still the same as the temporal order of thersg
however, if the object is further away than a «dt
distance d;, the spatial order of the two scan points is
reversed, as shown in Figure 5(b).

truck
trajectory

(@)

(b)

Figure 5: Scan geometry during a turn,
(a) normal scan order for closer objects;
(b) reversed scan order for further objects.

For a given truck translation of s, and a rotatioh
between successive scans, the critical distance lwan
computed as

dcrit = i
sin(Af)

Thus, dq is the distance at which the second scanning
plane intersects with the first scanning plane. Fer
particular scan point, the order with its predecesshould
be reversed if its depth,d exceeds dy; this means that its
geometric location is somewhere in between poinfs o
previous scans. The effect of such order reversal be
seen in the marked area in Figure 6. At the corribe
ground and the building walls are scanned twicestfirom

a direct view and then from an oblique angle, arehte
with significantly lower accuracy. For the obliqumints,
the scans are out of order, destroying the regtdaology
between neighboring scan points.



Figure 6: Scan points with reversed order.

Since the “out of order” scans obtained in thesersgios
correspond to points that have already been cagthye'in
order” scans, and are therefore redundant, our aaar is
to discard them and use only “in order” scans. Bgical
values of displacement, turning angle, and distante
structures from our driving path, this occurs ortyscans
of turns with significant angular changes. By renmy
these “turn” scans and splitting the path at thertiing
points”, we obtain path segments with low curvattinat
can be considered as locally quasi-linear, andtbanefore
be conveniently processed as depth images, asibdeddn
the following section. In addition, to ensure thdtese
segments are not too large for further processing,
subdivide them if they are larger then a certaizesi
specifically, in segments that are longer than Iféters,
we identify vertical scans that have the fewestrspaints
above street level, corresponding to empty regionspace,
and segment at these locations. Furthermore, wectet
redundant path segments for areas captured muliiples
due to multiple drive bys, and only use one of théon
reconstruction purposes. Figures 7(a) and 7(b) slaow
example of an original path, and the resulting psggments
overlaid on a road map, respectively. The smalledin
perpendicular to the driving path indicate the suag
plane of the vertical scanner for each position.
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Figure 7: Driven path, (a) before segmentation; (bjafter
segmentation into quasi-linear segments.

(a

IV. CONVERTING PATH SEGMENTS INTO DEPTH IMAGES

In the previous section, we create path segmerds dhe
guaranteed to contain no scan pairs with permuted
horizontal order. As the vertical order is inherémthe scan
itself, all scan points of a segment form a 3D sgaid with
regular, quadrilateral topology. This 3D scan gaitbws us
to transform the scan points into a 2.5D represioai.e.

a depth image where each pixel represents a soamt,p
and the gray value for each pixel is proportional the
depth of the scan point. The advantage of a depthge is
its intuitively easy interpretation, and the incsed
processing speed the 2D domain provides. Howevestm
operations that are performed on the depth image lma
done just as well on the 3D point grid directly,lpmot as
conveniently.

A depth image is typically used for representing ttlata
from 3D scanners. Even though the way the deptlievas
assigned to each pixel is dependent on the spesimner,

in most cases it is the distance between scan pait
scanner origin, or its cosine with respect to theund
plane. As we expect mainly vertical structures, ef@ose
the latter option and use the depth, & cosp)- s,, rather
than the distance,§, so that the depth image is basically a
tilted height field. The advantage is that in tltigase points
that lie on a vertical line, e.g. a building watiave the same
depth value, and are hence easy to detect and gidaie
that our depth image differs from one that would be
obtained from a normal 3D scanner, as it does rateha
single center from which the scan points are meadur
instead, there are different centers for each iillial
vertical column along the path segment. The obtidepth
image is neither a polar nor a parallel projectioin;
resembles most to a cylindrical projection. Due rion-
uniform driving speed and non-linear driving diriect,
these centers are in general not on a line, buamarbitrary
shaped, though low-curvature curve, and the spacing
between them is not exactly uniform. Because ofsthi
strictly speaking the grid position only specifiesthe
topological order of the depth pixels, and not #wact 3D
point coordinates. However, as topology and depdlue
are a good approximation for the exact 3D coordisat
especially within a small neighborhood, we choas@pply
our data processing algorithms to the depth imaigereby
facilitating use of standard image processing teéghes
such as region growing. Moreover, the actual 3Dteser
coordinates are still kept and used for 3D operadisuch as
plane fitting. Figure 8(a) shows an example of tBB
vertices of a scan grid, and Figure 8(b) shows its
corresponding depth image, with a gray scale propoal

to d,,.



(b)

Figure 8: Scan grid representations; (a) 3D vertics;
(b) depth image.

V. PROPERTIES OFCITY LASER SCANS

In this section, we briefly describe propertiessofins taken
in a city environment, resulting from the physickalaser
scanner as an active device measuring time-of-flgjhight

rays. It is essential to understand these propewied the
resulting imperfections in distance measurementcesiat

times they lead to scan points that appear to be in

contradiction with human eye perception or a camés
the goal of our modeling approach is to generatghato
realistic model, we are interested in reconstrugtivhat the

human eye or a camera would observe while moving

around in the city. As such, we discuss the disarajes
between these two different sensing modalities s t
section.

a) Discrepancies due to different resolution

Hence they appear as “floating” vertices, as seerthie
depth image in Figure 9.

LIEY

Figure 9: "Floating” vertices.

b) Discrepancies due to the measurement physics

Camera and eye are passive sensors, capturingfltiyntan
external source; this is in contrast with a laseammer,
which is an active sensor, and uses light thamiite itself.
This results in substantial differences in measwgetnof
reflecting and semitransparent surfaces, whichiarform
of windows and glass fronts frequently present ifban
environments. Typically, there is at least 4% oé tlght
reflected at a single glass/air transition, so @ltof at least
8 % per window; if the window has a reflective civay, this
can be larger. The camera typically sees a refhactf the
sky or a nearby building on the window, often digen or
merged with objects behind the glass. Although niostge
processing algorithms would fail in this situatiothe
human brain is quite capable of identifying windows
contrast, depending on the window reflectance, ldmer
beam is either entirely reflected, most times inlifferent
direction from the laser itself, resulting in nostiince value,
or is transmitted through the glass. In the lattase, if it
hits a lambertian surface as shown in Figure 10 th
backscattered light travels again through the glagse
resulting surface reflections on the glass only kexathe
laser beam intensity, eventually below the detettimit,
but do not otherwise necessarily affect the diseanc

measurement. To the laser, the window is quasi non-

existent, and the measurement point is generaltyomothe
window surface, unless the surface is orthogonathte
beam. In case of multi-reflections, the situatioacbmes
even worse as the measured distance is almost ando

The beam divergence of the laser scanner is ab&ut 1
milliradians (mrad) and the spacing, hence the &gu SR
resolution, is about 17 mrad. As such, this is mimiver "._‘_’.-': © backscattered
than the resolution of the camera image with ab@uit laser ::‘:-" light

mrad in the center and 1.4 mrad at the image barder )

Therefore, small or thin objects, such as cables)cés, window

street signs, light posts and tree branches, aarll visible
in the camera image, but only partially capturedhia scan.

Figure 10: Laser measurement in case of a glass wilow



c) Discrepancies due to different scan and viewfmin

Laser and camera are both limited in that they ceaty
detect the first visible/backscattering object aora
measurement direction and as such cannot deal with
occlusions. If there is an object in the foregrourdch as a
tree in front of a building, the laser cannot cagtwvhat is
behind it; hence, generating a mesh from the oletiscan
points results in a hole in the building. We referthis type

of mesh hole a®cclusion hole As the laser scan points
resemble a cylindrical projection, but renderingpisrallel

or perspective, in presence of occlusions, it ipassible to
reconstruct the original view without any holeseevfor the
viewpoints from which data was acquired. This isgecial
property of our fast 2D data acquisition method. An
interesting fact is that the wide-angle camera isgg
captured simultaneously with the scans often conpeirts
of the background invisible to the laser. These Idoin
potentially be either used to fill in geometry ugirstereo
techniques, or to verify the validity of the filledd geometry
obtained from using interpolation techniques.

For a photo realistic model, we need to devise téghes
for detecting discrepancies between the two moalit
removing invalid scan points, and filling in holesther due
to occlusion or due to unpredictable surface prapsy we
will describe our approaches to these problems he t
following sections.

VI. MULTI-LAYER REPRESENTATION

To ensure that the facade model looks reasonatden fr
every viewpoint, it is necessary to complete th@metry
for the building facades. As our facades are notyon
manifolds, but also resemble a height field, ipisssible to
introduce a representation based of multiple dégylers for
the street scenery, similar to the one proposefljnEach
depth layer is a scan grid, and the scan pointtheforiginal
grid are assigned to exactly one of the layerstl& certain
grid location there is a point in a foreground layehis
location is empty in all layers behind it and needsbe
filled in.

Even though the concept can be applied to an antyitr
number of layers, for our problem it is sufficietat generate
only two layers, a foreground and a background.aBsign
a scan point to either one of the two layers we malke
following assumptions about our environment: Main
structures, i.e. buildings, are usually (a) verticand (b)
extend over several feet in horizontal dimensioor Each
vertical scan n corresponding to a column in theptte
image, we define the main depth as the depth vahat
occurs most frequently, as shown in Figure 11. Hean
vertices corresponding to the main depth lie oneatical
line, and the first assumption suggests that tkisimain
structure, such as a building, or perhaps otherticar

objects, such as a street light or a tree trunkthithe
second assumption, we filter out the latter clabsertical
objects. More specifically, our processing steps daze
described as follows:

We sort all depth values,gfor each column n of the depth
image into a histogram as shown in Figures 11(a) &),
and detect the peak value and its correspondingthdep
Applying this to all scans results in a 2D histograas
shown in Figure 12, and an individual main deptHuea
estimate for each scan. According to the second
assumption, isolated outliers are removed by amglya
median filter on these main depth values acrosssttans,
and a final depth value is assigned to each columwe
define a “split” depthy,, for each column n, and set it to the
first local minimum of the histogram occurring imuiiately
before main depth, i.e. with a depth value smattean the
main depth. Taking the first minimum in the distuifion
instead of the main value itself has the advanthge points
clearly belonging to foreground layers are split$f, o
whereas overhanging parts of buildings, for whibbk tlepth
is slightly smaller than the main depth, are kepthe main
layer where they logically belong to, as shown igure 11.

split  main

depth val fi
epth value s_ for depth depth

ascan pointP,_

”/W/////

scanner

(a)
split  main
depth C!epth
local minimum\
(b) 1 B " 16 21 26 31 depth

Figure 11: Main depth computation for a single scann;
(a) laser scan with rays indicating the laser beamsnd
dots at the end the corresponding scan points; (b)
computed depth histogram.



depth [m]

Figure 12: Two-dimensional histogram for all scans.

A point can be identified as a ground point if it
coordinate has a small value and its neighborshangame
scan column have a similarly low z value. We prefer
include the ground in our models, and as such, gassi
ground points also to the background layer. Thamfave
perform the layer split by assigning a scan poipt ® the
background layer, ifg > v, or P,, is a ground point, and
otherwise, to the foreground layer. Figure 13 shoavs
example for the resulting foreground and background
layers.

(b)
Figure 13: (a) Foreground layer; (b) background layer.

Since the steps described in this section assune th
presence of vertical buildings, they cannot be etpeé to
work for segments that are dominated by trees; Higo
applies to the processing steps we introduce in the
following sections. As our goal is to reconstruatildings,
path segments can be left unprocessed and incltaed”

in the city model, if they do not contain any sttuce. A
characteristic of a tree area is its fractal geameatesulting

in a large variance among adjacent depth valuesven
more characteristic, many significant vector difet
changes for the edges between connected mesh egrtic
We define a coefficient for the fractal nature obagment
by counting vertices with direction changes gredten a
specific angle, e.g. twenty degrees, and dividihgnh by
the total number of vertices. If this coefficiert farge, the
segment is most likely a tree area and should motiade
subject to the processing steps described in thigien.
This is for example the case for the segment shadmwn
Figure 9.

After layer splitting, all grid locations occupieth the
foreground layer are empty in the background lay#hne
vertical laser does not capture any occluded gepmend
in the next section we will describe an approachffting
these empty grid locations based on neighboringelgix
However, in our data acquisition system there ai@ 3
vertices available from other sources, such asesteision
and the horizontal scanner used for navigation. sThuis
conceivable to use these additional informatioffiltGome

in the depth layers. Our approach to doing so ifoflews:

Given a set of 3D vertices Vobtained from a different
modality, determine the closest scan direction &ach
vertex and hence the grid location p,it should be
assigned to. As shown in Figure 14, eachis/assignedo
the vertical scanning plane,Svith the smallest Euclidean
distance, corresponding to column n in the deptlagm
Using simple trigonometry, the scanning angle undgkich
this vertex appears in the scanning plane, and éehe
depth image row, can be computed, as well as the depth
d,, of the pixel.

2D laser
scan planes

Figure 14: Sorting additional points into the layers.



We can now use these additional vertices to filthe holes.
To begin with, all vertices that do not belong tadkground
holes are discarded. If there is exactly one veffigkng

onto a grid location, its depth is directly assign® that
grid location; for situations with multiple vertise median
depth value for this location is chosen. Figurestibws the
background layer from Figure 13(b) after sorting 3D

vertices from stereo vision and horizontal lasearsc As
seen, some holes can be entirely filled in, and siee of
others becomes smaller, e.g. the holes due to tret tall

building on the left side. Note that this intermat# step is
optional and depends on the availability of addiab 3D

data.

Figure 15: Background layer after sorting in additional
points from other modalities.

VIl. BACKGROUNDLAYER POSTPROCESSING ANIMESH
GENERATION

In this section, we will describe a strategy to @me
erroneous scan points, and to fill in holes in treckground
layer. There exists a variety of successful hol#inj
approaches, for example based on fusing multiplansc
taken from different positions [2]. Most previousovk on
hole filling in the literature has been focused ozverse
engineering applications, in which a 3D model of@rject
is obtained from multiple laser scans taken frorffedent
locations and orientations. Since these existink fitling
approaches are not applicable to our experimergalis
our approach is to estimate the actual geometryetham
the surrounding environment and reasonable hecsisbne
cannot expect this estimate to be accuratalinpossible
cases, rather to lead to an acceptable resuthastcases,
thus reducing the amount of further manual inteti@ars
and postprocessing drastically. Additionally, thetimated
geometry could be made subject to further verifmat
steps, such as consistency checks, by applyingstésion
techniques to the intensity images captured byctimera.

Our data typically exhibits the following charadtsics:

» Occlusion holes, such as those caused by a tree,
are large and can extend over substantial pares of
building.

* A significant number of scan points surrounding a
hole may be erroneous due to glass surfaces.

e In general, a spline surface filling is unsuitabdes,
building structures are usually piecewise planar
with sharp discontinuities.

* The size of data set resulting from a city scan is
huge, and therefore the processing time per hole
should be kept to a minimum.

Based on the above observations, we propose thanfivig
steps for data completion:

1. Detecting and removing erroneous scan points fine
background layer

We assume that erroneous scan points are due s gla
surfaces, i.e. the laser measured either an interna
wall/object, or a completely random distance duertolti-
reflections. Either way, the depth of the scan p®in
measured through the glass is substantially grethtar the
depth of the building wall, and hence these poiare
candidates for removal. Since glass windows areallgu
framed by the wall, we remove the candidate pooridy if
they are embedded among a number of scan pointsaat
depth. An example of the effect of this step canseen by
comparing the windows of the original image in FHigu
16(a) with the processed background layer in FigLG€b).

2. Segmenting the occluding foreground layer intdpects
In order to determine holes in the background lagaused
by occlusion, we segment the occluding foregrouagel
into objects and project segmentation onto the eaknd
layer. This way, holes can be filled in one “objéct a
time, rather than all at the same time; this appiohas the
advantage that more localized hole filling algonith are
more likely to result in visually pleasing modetsan global
ones. We segment the foreground layer by takingradom
seed point that does not yet belong to a region, &wplying
a region growing algorithm that iteratively adds
neighboring pixels if their depth discontinuity treir local
curvature is small enough. This is repeated untipaels
are assigned to a region, and the result is a regap as
shown in Figure 16(c). For each foreground regiove
determine boundary points on the background lajfezse
are all the valid pixels in the background layeatlare close
to hole pixels caused by the occluding object.

3. Filling occlusion holes in the background layefor
each region

As the foreground objects are located in front ofim
structures and in most cases stand on the groumgly t
occlude not only parts of a building, but also padf the
ground. Specifically, an occlusion hole caused byowa
object, such as a car, with a large distance to ren
structure behind it, is typically located only ihd ground
and not in the main structure. This is because ldeer
scanner is mounted on top of a rack, and as sushaht@p
down view of the car. As a plane is a good appraoiion
to the ground, we fill in the ground section of anclusion
hole by the ground plane. Therefore, for each depthge



column, i.e. each scan, we compute the intersegpioimt
between the line through the main depth scan paintsthe

(@) Initial depth image.

(b)' Background Ieyer after rerhoving invalid scan padnts.

t

ﬁﬁmﬂ mj#

(c) Foreground Iayer segmented

(d) Occlusion holes filled.

(e) Final background layer after filling remaining holes.

Figure 16: Processing steps of depth image.

line through ground scan points. The anglgat which this
point appears in the scan marks the virtual boundar
between ground part and structure part of the seanfill

in structure points above and ground points belds t
boundary differently.

Applying a RANSAC algorithm, we find the plane withe
maximum consensus, i.e. maximum number of ground
boundary points on it, as the optimal ground pldoethat
local neighborhood. Each hole pixel with<v’, is then
filled in with a depth value according to this pknlt is
possible to apply the same technique for the stmgchole
pixels, i.e. the pixels withh > v’,,, by finding the optimal
plane through the structure boundary points aniéhglin
the hole pixels accordingly. However, we have fouthet

in contrast to the ground, surrounding buildingglsdo not
often lie on a plane. Instead, there are discoritiesi due to
occluded boundaries and building features such as
marquees or lintels, in most cases extending hotelty
across the building. Therefore, rather than fillimgles with

a plane, we fill in structure holes line by line tiwontally,

in such a way that the depth value at each pixé¢héslinear
interpolation between the closest right and leftusture
boundary point, if they both exist; otherwise nolue is
filled in. In a second phase, a similar interpadetiis done
vertically, using the already filled in points asalid
boundary points. This method is not only simple and
therefore computationally efficient, it also takeasto
account the surrounding horizontal features of bldding

in the interpolation. The resulting background Iayis
shown in Figure 16(d).

4. Postprocessing the background layer

The resulting depth image and the corresponding 3D
vertices can be improved by removing scan pointat th
remain isolated, and by filling small holes surrded by
geometry using linear interpolation between neigiop
depth pixels. The final background layer after gppd all
processing steps is shown in Figure 16(e).

In order to create a mesh, each depth pixel can be
transformed back into a 3D vertex, and each veRgxis
connected to a depth image neighbgr R, ,, if

|Sn+An,U+AU - Sn v |< Smax or if
COS@ >COSP .,
with
COS¢ (Pn Anou-DAuv T Pnu)mpnu Pn+Anu+Au)

|Pn -Anu-Duv T Pnu |[l]Pnu Pn+AnU+AU |

Intuitively, neighbors are connected if their depiifference
does not exceed a thresholg,sor the local angle between
neighboring points is smaller than threshold anjglg,. The
second criteria is intended to connect neighbonaints
that are on a line, even if their depth differenerceeds



Snax The resulting quadrilateral mesh is split int@mgles,
and mesh simplification tools such as Qslim [4] 6TK
decimation can be applied to reduce the number of
triangles.

(b) Mesh triangles projected into the image, with sme
foreground and background triangles projecting to the
same image area (arrow).

(c) Foreground objects marked white.

Figure 17: Mesh triangles projected into camera imaes.

VIIl. A UTOMATIC TEXTURE MAPPING

As photorealism cannot be achieved by using geometr
alone, and requires color texture as well, our data
acquisition system includes a digital color camevith a
wide angle lens. The camera is synchronized with tilio
laser scanners, and is calibrated against the lssmnners’
coordinate system, and hence, the camera positansbe
computed for all images. After calibrating the camend
removing the lens distortion in the images, each\&btex
can be mapped to its corresponding pixel in an nsigy
image by a simple projective transformation. As tBB
mesh triangles are small compared to their distaicthe
camera, perspective distortions within a triangken cbe
neglected, and each mesh triangle can be mapped to
triangle in the picture by applying the projective
transformation to the three corner points.

As described in section V, camera and laser scahage
different viewpoints during data acquisition, amul inost
camera pictures at least some mesh triangles of the
background layer are occluded by foreground obijettiis
is particularly true for triangles that consist difled-in
points. An example of this is shown in Figure 17 (lhere
triangles of the tree and the building project teetsame
areas in the image. Although the pixel location thie
projected background triangles is correct, the esponding
texture triangles are incorrect, and merely coroggpto the
foreground objects.

However, after splitting the scan points to the tlagers,
the foreground geometry is readily identified, abdth
foreground scan points and triangles can be mankezhch
camera picture, as shown in Fig 17(c) with whitdazolIn
order to select specific camera images to be usetekture
mapping of a specific mesh triangle of the backgmu
layer, for each picture containing a triangle is field of
view, we determine whether any of the triangle’srroar
points maps onto a white marked pixel; if this etcase,
the picture cannot be used for texturing the triendgor the
particular wide angle lens we use and typical bimidd
topologies, a background layer point is usuallythe field
of view of about 10 to 20 pictures. In most situats, we
can use multiple images, and as such, we choosenthst
direct view to texture map the triangle. Howevef, i
foreground object and building facade are too clasmme
facade triangles might not be visible in any pieuand
hence cannot be texture mapped at all. A possiblati®n
for this case is to apply a texture synthesis altfon in
order to create artificial texture. We are curignt
investigating this approach.

IX. RESULTS

We drove our equipped truck on a 6769 meters loathpn
downtown Berkeley, starting from Blake street thgbu
Telegraph avenue, and in loops around the downtown



blocks. During this 24-minute-drive, we captured71@B82
vertical scans, consisting of 14,973,064 scan point
Applying the described path splitting techniquess wut
this path into 73 segments, as shown in Figure t&rlaid
with a road map. There is no need for further mdnua
cutting, even at Shattuck Avenue, where the “Matdrat
geometry” of Berkeley is not preserved. For eachihaf 73
segments, we generate two meshes for compariserfirgt
mesh is obtained directly from the raw scans, ahd t
second one from the depth image to which we hayaieg
the postprocessing steps described in previousosectThe
processing time for the millions of scan pointstbé entire
path is about 2 hours on a 2 GHz Pentium 4 PC.
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Figure 18: Entire path after split in quasi-linear
segments.

For 12 out of the 73 segments, additional 3D vesic
derived from stereo vision techniques are availalled
hence, sorting in these 3D points into the layeasdrl on
section VI does fill some of the holes. For thegeaific
holes, we have compared the results based on stésem
vertices with those based on interpolation alone as
described in section VII, and have found no subs&hn
difference; often the interpolated mesh verticepesy to be
slightly more accurate, as they are less noisy tihanstereo
vision based vertices. Figure 20(a) shows an exampl
before processing, and Figure 20(b) shows the treles
completely filled in by stereo vision vertices. Agen, the
outline of the original holes can still be recogait in
Figure 20(b), whereas the points generated by jiatiation
alone are almost indistinguishable from the surdiog
geometry, as seen in Figure 20(c).

Significantly better 35 48 %
Better 17 23 %
Same 15 21 %
Worse 5 7%
Significantly worse 1 1%
Total 73 100%

Table 1: Subjective comparison of the processed mis
vs. the original mesh for all 73 segments.

Figure 19: Hole filling (a) original mesh with holes
behind occluding trees; (b) filled by sorting in additional
3D points using stereo vision; (c) filled by usingthe
interpolation techniques of section VII.

We have found our approach to work well in the da@wan
areas, where there are clear building structured faw
trees. However, in residential areas, where thédings are
often almost completely hidden behind trees, itifficult

to accurately estimate the geometry. As we do raotenthe
ground truth to compare with, and as our main ceonde
the visual quality of the generated model, we henanually
inspected the results and subjectively determifeddegree

to which the proposed postprocessing procedurese hav
improved the visual appearance. The evaluationltesor

all 73 segments before and after postprocessingnigaes
described in this paper are shown in Table 1; the
postprocessing does not utilize auxiliary 3D vesticfrom
horizontal laser scanner or the camera. Even th@ug of

all processed segments appear visually worse then t
original, the overall quality of the facade modeis
significantly improved. The important downtown segmbs
are in most cases ready to use and do not requirdr
manual intervention.



The few problematic segments all occur in residardreas,
consisting mainly of trees. The tree detection aikon
described in section VI classifies ten segmentscaisical”

in that too many trees are present; all six prokd&m
segments corresponding to “worse” and “significgntl
worse” rows in Table 1 are among them, yet nonethedf
improved segments in rows 1 and 2 are detecteditisad.
This is significant because it shows that (a) abblplematic
segments correspond to regions with a large numdfer
trees, and (b) they can be successfully detectethemce
not be subjected to the proposed steps. Table 2vshbe
evaluation results if only non-critical segmentsear
processed. As seen, the postprocessing steps leddri
this paper together with the tree detection aldwonit
improve over 80% of the segments, and never result
degradations for any of the segments.

Significantly better 35 56 %
Better 17 27 %
Same 11 17 %
Worse 0 0%
Significantly worse 0 0%
Total 63 100%

Table 2: Subjective comparison of the processed mks
vs. the original mesh for the segments automaticall
classified as non-tree-areas.

In Figure 20 we show before and after examples, el
corresponding classifications according to Tableandl 2.
As seen, except for pair “f", the proposed postmsging
steps result in visually pleasing models. Pair Higure 20
is classified by our tree detection algorithm agical, and
hence, should be left “as is” rather than proces¥ed have

further reduced all 73 meshes using the Qslim mesh

simplification tool [4] to create multiple levelsf @etails.
This enables us to render the facades for the emath
with a standard VRML viewer as shown in Figure Far
better visualization, these facades are superingboser an
aerial image.

Note that the evaluation of our technique is basau
comparing the non-textured geometry; in a compariso
which both models are texture mapped, the processesh
is more likely to be visually superior to the onigil.

Texture distracts the human eye from geometry

imperfections such as those introduced by holeinfil
algorithms. In Figure 22 we compare a textured mekh
city block without and with processing. As seenre tisual
difference between the two meshes is striking, fbe
reasons described above. Note the fagade areadsztloy
the two trees on the left side of the original mésts been

filled in, and texture mapped using camera views as

described in section VIII. A few triangles are nasible in
any camera image and are therefore left untextuie.

plan to subject these to a texture synthesis algoriin a
near future.

X. CONCLUSIONS ANDFUTURE WORK

We have proposed a strategy to create building daca
meshes from large laser surface scans. Future wallk
focus on using color and texture cues to verifylefil-in
geometry. Additionally, foreground objects could be
classified and replaced by appropriate generias;gitound-
level facade meshes can also be merged with rooftop
models obtained from aerial view.
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(d)

Figure 20: Generated meshes, left side original, ght side after the proposed foreground removal anchole filling procedure.
The classification for the visual impression is “sgnificantly better” for the first four image pairs, “better” for pair e and
“worse” for pair f.
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Figure 22: Textured facade mesh without (top) and vith (bottom) processing.



