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Abstract— Network Losses due to congestion and node failures seveyel

impair the performance of multimedia streaming on the Internet. In
previous work [14], we proposed a content distribution mechnism based
on k-DAGs, a special Directed Acyclic Graph (DAG) with k parents per
receiver, exploiting path-diversity and rate-adaptation to improve the
performance of multicast multimedia streaming. In this paper, we propose
and evaluate two new techniques. In the first scheme, each wuer
streams an independent multimedia stream, such as the Forwa Error
Corrected (FEC) bit-stream or a Multiple Description Coded (MDC)
description, from a parent, depending upon the existing eror conditions
in the network. This simplifies the receiver implementationas no packet-
partitioning [5], [14] is required. In the second scheme, weconstruct
multiple interior-node disjoint k-DAGs, and stream mutually exclusive
stripes of content on each k-DAG. This improves tolerance tonode-
failures [1], [4], as any node is an interior node in at most oe of the
k-DAGs. Our results show that the proposed techniques are vg effective
in dealing with packet losses in the network, improving FEC godput by
20-35% and MDC connectivity by 15-20%.

I. INTRODUCTION

With the increasing user demand for high-bandwidth multime

content, multimedia multicast is becoming more importamt oth
content as well as network service providers. However, |Ricast
has been unable to elegantly and adequately support thieeewmgunts
of emerging applications such as streaming video multidass has
led to the evolution of several application layer multiceaiutions. In
this paper, we present three overlay multicast techniqoiesrfprov-
ing the performance of Forward Error Corrected (FEC) andtiglel
Description Coded (MDC) media under conditions of congestind
node failures in the network. The proposed techniques asedban
our earlier work on k-DAGs, special Directed Acyclic Gragb#\Gs)

characterized by the property that every receiver in a k-O#fG k

parents [14].
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Fig. 1. A 2-DAG. Unlike a traditional multicast tree, evergceiver in a
k-DAG is connected to k parents, and therefore a k-DAG has iktpamf
failures. The dotted line shows how to handle a single sosiation. In
this case, the first k nodes that join this source serve asadinee nodes for
building the k-DAG downstream from then on.

In Section Il, we briefly present and characterize k-DAGsSéttion
11, we present the three k-DAG based multimedia multicatiesnes.
In Section IV, we evaluate the performance of our schemeguss-
2 [15]. Finally, after presenting a brief overview of reldtevork in
Section V, we conclude in Section VI.

Il. K-DAGs

In the first scheme, called Robust Overlay Multicast (ROM), In this section, we present the data-structure for constiyic
a receiver streams simultaneously from multiple parerfisreby content distribution networks such that every receiver hasnders.
decorrelating losses and mitigating the effect of nodeifes. Further, Since there are multiple parents per node, our proposedbditbn
for FEC media, rates are adapted to stream as much data dsi@ossetwork is no longer a tree, but a DAG. Figure 1 shows an exampl
from parents experiencing the minimum loss. The seconchiqub, of a 2-DAG.

Simple Parent Selection (SPS), trades-off some of the aalyas As in [14], we define thdevel of a node as the length in hops
of path-diversity for protocol simplicity. In case of SPSrexeiver of the longest path from the source to this node. The levehef t
streams an independent multimedia stream, such as the F@# cosource nodes is defined to be 0. We say that a DAGdhgsdegree
bit-stream or a MDC description, from a parent. Parents teast & if all its nodes havek parents. Clearlyk = 1 results in traditional
content from are selected on the basis of loss rates expedenmulticast trees with one parent per receiver. We define ailulision
by the receiver, and hence the scheme is referred to as Simpé&work to bek — independent if any node in this network is

Parent Selection. The third technique, called Multiplestittr Node
disjoint k-DAGs (MINK), constructs multiple interior noddisjoint
k-DAGs, and streams mutually exclusive stripes of contentach,
thereby not only employing rate-adaptation and path-ditsgr but
also minimizing the effect of node failures by ensuring thaery
node is an interior node in at most one DAG.

still connected to the root of the DAG by at least one path & th
event of up tok — 1 node failures. It can be shown that by simply
starting withk source nodes and ensuring that every new node has
k parents, no matter which these parents are, the resulting BA
k-independent. Intuitively, k-independence is desirdi#eause a k-
independent distribution network hagoints of failure, compared to

The remainder of the paper is organized in the following neann a tree with a single point of failure. We define the outgoingaity



of a node as the ratio between the upstream bandwidth of tue n
and the maximum bit-rate of the multimedia content beingastred.
This is also simply referred to as capacityand is different from
the incoming capacity, which is the total bandwidth a nodedseto
stream multimedia content from its parents including treajuired

Average Goodput for all nodes

for rate adaptation. Also, as in [14], we defifieac_bw_per_parent 04 1
to be the ratio between the maximum bit-rate a receiver aaarst 710 o
data from any of its parents, and the total bit-stream rate¢haf 02 3404 B |
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to adjust the streaming rate among the parents so as to adapt Number of Nodes

to. network Condltlon.s' Again, to ensure fairess to the aeting . Fig. 2. This figure shows how average goodput of k-DAGs varth ki, b

Simple Overlay Multicast (SOM) scheme, we assume thatVver®i anq;. The key uses a k*b notation to denote schemes with diffekeamid b

proactivelyreserve the maximum bandwidth they might need, be. values. 2 trees and 2 DAGs refer to two interior node disjbiees and DAGs

* bit-stream rate, from any parent for the entire duratiomafession. respectively. For 2 DAGs, each of the DAGs uses k=4 and b=€41.0 for

For MDC media, since we stream each description from a differ both 2 trees and 2 DAGs.

parent, frac_bw_per_parent is defined as the ratio between the bit-

rate of a description and the aggregate bit-rate of all tleenijgtions

in the stream. All MDC descriptions are assumed to have dlthes sender i, up tos node failures can be successfully tolerated, where

same bit-rate. _ . s = max(k —r)%b > 1. 3)
The degree of the DAG is an important parameter of our prapose r

scheme. Intuitively, largedag_degrees result in greater flexibility Further, for a(l,m) FEC coding with! data packets protected

in adapting to losses. However, assuming that the upstregacity by m redundant packets, assuming no other losses elsewhere, the

for all nodes stays the same, distribution networks usifiAGs are tolerable number of node failures, becomes

likely to become deeper, and hence experience increasey dsl I

k * b becomes large. Assuming that we buildsuch interior node s =max(k —r)xb> T (4)
L. . r +m

disjoint k-DAGSs, and stream a fractighof the total content on each, . . .

such thatr * f > 1.0 and each k-DAG hasV/r interior nodes, the The degree of k-DAG lends a natural interpretation in cantex

minimum depth of the DAG needed to suppditnodes can be shown of MPC_ media. If we construct a k'DA_‘G for MDC r_ne_dia With
to be descriptions and enforce that each receiver streams aptéstifrom

a distinct parent, by virtue of the independence propertly-BAGs,
log(Xr % (= — 1) + 1) a node is guaranteed to receive at least one descriptionpfao u
P b*k*cf —1. (1) k-1 node failures. If% is greater than the number of descriptions,
loﬂ(m) the receiver can choose parents to stream independentipiiess

from depending on the network conditions. In Section 1V, wevs

wherep is the number of nodes at the level 0 with a total OUthinRIS-Z [15] simulation results for node failures using bothd~€bded

capacity ofpxc [6]. Similarly, the amortized loss rate across all nodeglnd MDC media
for a k-DAG of depthi, containing the maximum number of nodes )

that it can support, is I1l. PROPOSEDTECHNIQUES
i) In this section we present three techniques, namely ROM, SPS

(1—2)* (( b*(liif )) *1) and MINK, based on this content distribution mechanism ésilient

1— L @) multimedia multicast streaming. The techniques vary irhbam-

((m)bl) ' plexity and performance, with SPS being the simplest and Kiihe

Bikrr 1 most complex.
wherez is the average loss rate per link [6]. A. Robust Overlay Multicast (ROM)

Note that a necessary condition for feasibility of condinre of In Robust Overlay Multicast (ROM), we construct a k-DAG

rsuchlr interior nodg disjoint I,('DAG is that > bx k x fx7, OF  gn4 gtream simultaneously from multiple parents [14]. THRAG

!ntqltlvely., the °”t99'“9 capacity of each node should beager than ¢, nstryction and maintenance algorithms used by ROM aceisied

Its iIncoming capac.ny. ) ) in [14]. For FEC coded media, ROM adapts rates using a greedy
Based on Equations 1 and 2, Figure 2 shows how amortized I9g%-et-filling rate-allocation algorithm and a simple rigee-based

experienced over nodes varies as a function of number ofsnfite 4 cet-partitioning and synchronization algorithm, disged in detail

different values ofk, b andr with ¢ = 2, f = 1/r, p = 1 and i 114] [5]. For MDC media withk descriptions, a k-DAG is

@ = 0.05. We observe that for a given number of nodes, the depfinstructed and each receiver streams a distinct deseriftom

and the amortized loss experienced by the receiver nodek-DAG 5 gjstinct parent, thereby reducing its chances of losindticast
increases withk + b. However, depth and amortized loss decreasggsion connectivity upon node failures.

with r. Intuitively, this happens because as observed in [1], §¥],

building interior node disjoint distribution networks, vaee utilizing B. Smple Parent Selection (SPS

the capacity of what would otherwise be leaf nodes with uduse Simple Parent Selection (SPS) reduces the complexity vadol

capacity in a simple multicast tree. This reduces depth amtdr in rate-allocation and packet-partitioning at the expen$epath-

delay and loss. diversity. In SPS, instead of simultaneously streamingnfraultiple
In case of a k-DAG where the upstream bandwidth reserved pmrents, a receiver chooses the parents from which it expess



TABLE |
COMPARATIVE DESCRIPTION ANDLEGEND

ROM SPS MINK MINT
MINK-ROM MINK-SPS
Style 1 Style 2 Style 1 Style 2 Style 1 Style 2
FEC ROM-k-b SPS-k-1 MINK-ROM-k-b- MINK-ROM-k-b- MINK-SPS-k-1-r MINK-SPS-k-2-r MINT-1-r MINT-2-r
1-r 2-r
stream from multi- | stream from one| construct r k-] construct r k-| construct r | construct r | construct construct
ple parents, adap{ of k parents DAGs, each using| DAGs, each using| k-DAGs, each| k-DAGs, each | r trees, | r trees,
rates ROM-k-b, striping | ROM-k-b, striping | using SPS-k-1,| using SPS-k-1, | striping striping
across k-DAGs along k-DAGs striping  across| striping along | across trees | along
k-DAGs k-DAGs trees
MDC ROM-k SPS-k-t MINK-ROM-r MINK-SPS-k-r MINT-r
t = k, stream each] k > t, choose t| r DAGs, each using ROM-1 r DAGs, each using SPS-k-1 r trees, each using ROM-1
description from a| out of k parents
separate parent to receive one
description from
each

minimum loss and streams independent stripes of contemt &ach. though, the orphaned nodes may choose to request the DHE node
For rate-allocation using FEC coded media, the receiveost® for new potential parents in this k-DAG. To join a passive A®&
one of itsk parents in the k-DAG to stream data from. For ratenode A again requests the DHT férnodes with available capacity,
allocation using MDC media with descriptions on a k-DAG, such and joins these as its parents. The DHT nodes attempt to amaint
that t < k, a receiver chooses of its k parents from which it an approximately equal number attive nodes in each of the k-
experiences minimum losses, to stream an independentigiemtr DAGs by asking an incoming node to be active in the k-DAG with
Since an independent stream is streamed from each parent,tl® minimum number of active nodes. In case of imbalancestalue
packet-partitioning is required for SPS. SPS uses the saa&& node departures or failures or capacity constraints, ectades are
construction and maintenance algorithms as ROM. Since @iviexc reactively moved around to restore an approximately equaiber
might not be streaming from some parents at any given timss loof active nodes in each k-DAG.

rates to these parents are estimated out of band, i.e. bydpeaily For streaming FEC coded media with MINK, we evaluate two
sending a train of probe packets and measuring the obseossd ldifferent techniques, referred to as style 1 and style 2 rifisg. In

rate. the first technique, FEC blocks are splitross k-DAGs. Assuming a
] ) o (n, d) FEC coding and- k-DAGs, |(n +d)/r]| packets are assigned
C. Multiple Interior Node disjoint k-DAGs (MINK) to be sent on each k-DAG. #+d— (| (n+d)/r|+r) > 0, for every

Multiple Interior Node Disjoint k-DAGs (MINK) is motivatedhy ~FEC block an additional packet is sent over-d— (| (n+d)/r| *7)
the observation first made in [1] and subsequently adoptg]iThe k-DAGs. For example, using a (21,7) FEC coding and 2 k-DAGs, 1
underlying idea is to stream on multiple interior node disjarees packets in each FEC block are transmitted on each k-DAG. #la (
(MINT), and thereby improve the tolerance of the scheme tdeno8) FEC coding were to be used, 15 packets in a FEC block would be
failures. We apply the same idea to streaming on multipleriot sent over one k-DAG and 14 over the other. In the second tgabni
node disjoint k-DAGs. Since we construct k-DAGs rather thaes, FEC blocks are splitlong the k-DAGs, and the'” FEC block is
both ROM and SPS can be used for streaming multimedia oviansmitted on théi mod r)"" k-DAG, wherer denotes the number
individual k-DAGs. As such, there are two classes of MINKedy, 0f constructed k-DAGs and k-DAGs are numbered fi@m, ..., 7 —1.
MINK-ROM and MINK-SPS. For example, assuming that 2 k-DAGs are constructed, FECkbIb,

Our multiple interior node disjoint k-DAG construction alithm 3, 5, ... are sent on one k-DAG while FEC blocks 2, 4, 6, ... arg s
is similar to the interior node disjoint tree constructiolyaaithm on the other. While data being transmitted on different kd3Ais
proposed in [4] with two important differences. First, emtl of coupled by the FEC coding in the first case, in the second dase,
constructing trees, we construct k-DAGs and second, asngluritransmitted on each k-DAG is independent at the FEC codivg.le
k-DAG construction and maintenance phases, instead ofguain For MINK using k-DAGs, wherek > 2, ROM-like rate-allocation
purely centralized or distributed mechanism, we utilizeitidirection and packet-partitioning is used by each receiver to reatigestripe
provided to us through DHT nodes [14]. for that k-DAG from its parents. For streaming MDC media with

As in [4], a node upon joining the multicast session, is assiga k- MINK, we stream a distinct description on each k-DAG.AIf> 2,
DAG in which it is active, i.e. the k-DAG in which this node will be then the parent from which a receiver experiences the mimirtuss
an interior node and hence support multimedia streamingveier, is chosen for streaming the description being streamedisktDAG.
in case of MINK, as opposed to a central server, this assighise IV. PERFORMANCEEVALUATION
done by the DHT nodes, which keep track of the number of active
nodes in each k-DAG. In all other k-DAGs, this node will be
passive node, i.e. only receive but not stream multimedia conte
To join its active k-DAG, a node, say A, contacts the DHT to fin
nodes with available capacity in.this k'DAG.' In case theagrmr such notation used for various k-DAG constructs for both FEC ardQ/
nodes, a parent ¢t of the passive nodes in this k-DAG is abortedmedia is shown in Table .
node A joins the parents of these aborted nodes, and acdepts t
aborted nodes as its children. Assuming that the outgoipgaiy A Smulation Parameters
of each node is greater than or equal to its incoming capauitge We generate Albert-Barabasi model topologies for our sitohs
A should be able to support thegenodes. For minimizing delay using the BRITE[16] topology generator. We use 500 netwarters

In this section, we compare and evaluate the performancéeof t
roposed techniques using NS-2 [15] simulations. Due tacespa
onstraints, we present results only for the node failugearments.
esults for congestion loss experiments follow similand® The
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Fig. 3. Fraction of time all descriptions are received versumber of
descriptions received.

and 250 overlay nodes and all the overlay nodes are multicast
receivers. Only one DHT node is used. The overlay nodes aid th

order of joining are both randomly chosen for each simuhatiWe
use 7 source nodes for all the simulations. The bit-stredm ig.
128Kbps and the packet size is 512 bytes. A (21,7) FEC code
used to protect data. To simulate the effect of increasedeggte
bandwidth required to transmit multimedia content at samiPeak
Signal to Noise Ratio (PSNR) values when multiple deswiti

are used, we assume an overhead of 20% over the bit-stredm wit

one description for every additional description used. dh&going
capacity of all the nodes, unless otherwise mentioned, &dfito
be twice as large as the multimedia bit-stream rate. Loss rate
updated, and the decision to re-allocate rates is evaluated/ 5
seconds. Every point in a plot corresponds to an average of
repetitions. The source is started at the beginning of thrilsition
and all the overlay nodes join the multicast session withi first
4-5 minutes. Losses are introduced once all the nodes haedljthe
session. We randomly fail 20 percent of the nodes within &erval
of 60 seconds and then record the performance of the liveicastt
nodes over this period.

B. Metrics

We evaluate the effectiveness of the proposed schemes EEGg
goodput, delay, jitter and control overhead as metrics. gE@dput
is defined as the ratio between the number of received namdzaht
FEC blocks to the number of expected non-redundant FEC $loc
Average delay is the average time it takes for a data packetbse
the source to reach a receiver, averaged over all the padaived
by a receiver, and all receivers. Jitter is defined as thedatan
deviation in the delay experienced by a receiver. Averatierjis
jitter averaged across all the receivers. Control overlisadkefined
as the ratio between the number of control packets sent andata
packets received. Normalized node ranks are obtained lgimivthe
rank of a node by the maximum rank of any receiver. For a set
n receivers, ranks are calculated by sorting the list of imetilues
for receivers and assigning a number from 1 to n to elementien
sorted list.

C. Node Failures with MDC Media

In these experiments, we evaluate the robustness of oumsshie
delivering MDC media with node failures in the network. Irder to
facilitate DAG construction using 5 descriptions, whenoeréased
bandwidth is required, we fix the outgoing capacity of nodethese
experiments to be thrice the bit-stream rate using a singgeription.

Figures 3 and 4 show the fraction of time all and no descrigtio
are received respectively for a variety of schemes. As skeergll
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schemes, the fraction of time more descriptions are redegees
down as a function of the number of descriptions, due to asmd
bandwidth requirement of MDC. This is counterbalanced byeob-
ing that the fraction of time no description is received éeses with
the number of descriptions. For both MINT and MINK, the fiant
of time when no description is received is significantly lovilean
ROM and SPS. Intuitively, this can be explained by considgthat
any given node is an interior node in only one tree and a ledério
E” the others. So, while the chance of the node losing a g in
every tree is low, as any node failure affects only interiboie tree.
Finally, as seen, MINK has fewer blackouts than MINT by \értof
rate-adaptation.

Figure 5 shows the distribution of fraction of time both amal n
descriptions are received across nodes when 2 descriptb€ M

media is streamed using MINK-SPS-2-2 and ROM-2. As seen, the

MINK curves are flat, indicating that most nodes achieve lsimi
Bgrformance, while curves for ROM slope considerably, dating

that nodes near the source perform much better than the nodes

towards the bottom of the distribution network. As obsereedier,
fraction of time no description is received is substantiddwer for
MINK, while the fraction of time both descriptions are re@s are
comparable.

Table Il summarizes the connectivity, delay and controlrbgad
information for different schemes. We observe that MINK vides
the best connectivity, and results in minimum blackoutssoAl
while a larger number of descriptions, each being streameunh f
a distinct parent improves connectivity, it also resultsirioreased
delay because of the greater aggregate bandwidth requiteméth
multiple descriptions. ROM and SPS incur higher delay th@MS



TABLE I

1
MDC CONNECTIVITY, DELAY AND CONTROL OVERHEAD
0.8 1
| Scheme || SOM | ROM-5 | SPS—6-5| MINT-5 | MINK-SPS—2-5| oo
Blackouts || 0.2591 | 0.1586 | 0.0535 0.0167 0.0012 § 06 ]
Delay 0.2476 | 0.4742 | 0.6563 0.1941 0.2539 §
Control 0.0113 | 0.0306 | 0.0457 0.0254 0.0541 O 04l |
w
02l MINK-ROM-4-0.4-1-2 —%— | |
MINK-ROM-4-0.4-2-2 &
o ) ) MINK-ROM-4-0.4-2-4 —©
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Normalized Node Rank

Fig. 8. FEC goodput distribution across nodes for MINK usstgping
styles 1 and 2.
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FECGOODPUT, DELAY, JTTER AND CONTROL OVERHEAD

Normalized Node Rank

Fig. 6. FEC goodput distribution across nodes for variahlR@M and SPS.

Scheme SOM | ROM-4-04 | MINT-2-2 | MINK-ROM
-4-0.4-2-2
FEC goodput|] 0.5408 | 0.0040 0.6475 0.9341
Delay 0.3118| 0.5807 0.1917 0.2174
Jitter 0.0006 | 0.0751 0.0286 0.0679
Control 0.0126 | 0.0317 0.0246 0.0567

However, MINK and MINT, by utilizing the capacity of all theodes,
outperform SOM. Control overhead is higher for ROM, SPS, and
MINK; however, it is reasonable, i.e. less than 6% in all sased

therefore negligible.

D. Node Failures with FEC Coded Media

In these experiments, we characterize the performance of
schemes in delivering FEC coded media in presence of noldedsi
To enable k-DAG construction with SPS, we set the outgoigciy

of nodes for SPS simulations to be thrice the bit-stream rate

Figure 6 shows the FEC goodput distribution across nodes
variants of ROM, and SPS. We observe that ROM-4-0.4, foltbiwe
ROM-3-0.5, outperform the rest of the schemes, due to greatth-
diversity and ability to adapt. SPS-2-1 performs poorly aspared
to ROM-4-0.4 and ROM-3-0.5 because of the coarse granylafit

Figure 7 shows FEC goodput distribution across nodes using
MINT-1-2, MINT-2-2, MINT-1-4 and MINT-2-4. As seen, the onal
performance is poor, sometimes even worse than SOM, shown in
dtigure 6. This happens because every node is a leaf nodebintahe
of the trees. Therefore in absence of any possibility of eataptation,
FEC goodput for style 1 of striping gets adversely affecteeneif
an upstream node fails in any one of the trees. For style 2gsin
fiodependent blocks are transmitted on different trees, §&aiput
is better, but still poor as compared to ROM and its variaktdNT
with 2 trees outperforms 4 trees. This can be explained deriag
that in case of 4 trees, any node is a leaf node in 3 trees rether
the 2 tree case, where any node is a leaf node in only one toss. L

adaptation of SPS for FEC coded media, as it can either ecesompounds with depth, and without any rate-adaptatior, Hedes
the entire bit-stream from a parent or none. As such, SPSsneadffer from greater loss.

to reserve more upstream bandwidth than ROM for adaptirggrat

and results in deeper k-DAGs. Contrary to expectation, ROOI5,

performs worse than ROM-1-1.0, because upon failing, evedge
passes off half of bit-stream loss to twice the number of spded
consequently a (21,7) FEC coding results in FEC blocks bkisg

at twice the number of nodes.
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Fig. 7. FEC Goodput distribution across nodes for MINT ussigping

styles 1 and 2.

Figure 8 shows FEC goodput distribution across nodes using

MINK-ROM-4-0.4-1-2, MINK-ROM-4-0.4-2-2, MINK-ROM-4-04-

1-4 and MINK-ROM-4-0.4-2-4. Taking into account Figures 6da

7, we observe that MINK outperforms MINT, ROM and SPS across
nodes. Again, while both variants perform well, as expldiabove,
striping style 2 performs better than striping style 1.

Table Il lists the average values for observed average FEC
goodput, delay, jitter and control overhead over nodes. éens
MINK achieves the highest FEC goodput, followed by ROM and
SPS in that order. MINT performs poorly as compared to MINK,
ROM and SPS, with striping style 1 resulting in FEC goodputies
even worse than SOM. Variants of ROM and SPS that reserve more
upstream bandwidth result in greater average delay, whitktkvand
MINT, by utilizing the spare capacity of leaf nodes, achielalay
even less than that of SOM. Both control and jitter increaselata
is streamed from multiple parents; however, both are redsen

V. RELATED WORK

Multimedia Streaming using Overlay Networks has been aneact
area of research and as such, several interesting overldtjcast
schemes have been proposed. In this section, we presenefa bri
overview of existing related work and compare our work whkrh.



Narada [3] builds a dynamic DVRMP style overlay multicagtetr overlay multicast, and for MDC media, MINK-SPS reduces the
for video conferencing. Even though it adapts the overlgplagy to  occurrence of blackouts by up to 15-20%. In addition, MINKeres
changing network conditions, every receiver is essegt@hnected that performance gains are achieved across nodes, and ttbé at
to a single parent. Splitstream [1] addresses the issue rudling expense of nodes far away from the source. This performance
node failures by building multiple multicast trees sucht tuay node improvement thereby accrues at the cost of greater jittdnesa
is an interior node in at most one of the trees. Each tree id usand control overhead only. With increasing end system HLuofje
to stream an independent MDC description. Co-Op Net [2], [4Japabilities, jitter is no longer an issue, except for liyplacations;
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