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Abstract—Rate control is an important issue in video stream- end-hosts from packet loss caused by wireless channel error,
ing applications for both wired and wireless networks. A widely ~or provide end-hosts the ability to distinguish between packet
accepted rate control method in wired networks is equation based loss caused by congestion and that caused by wireless channel

rate control [1], in which the TCP Friendly rate is determined as .
a function of packet loss rate, round trip time and packet size. error. The disadvantages of these schemes are that they need

This approach, also known as TFRC, assumes that packet loss in modifications to network infrastructure or protocols.
wired networks is primarily due to congestion, and as such is not  Similar to the TCP over wireless, possible solutions for rate

applicable to wireless networks in which the bulk of packet loss control for streaming over wireless include hiding end-hosts
is due to error at the physical layer. In this paper, we propose ,m packet loss caused by wireless channel error, or providing

multiple TFRC connections as an end-to-end rate control solution . . .
for wireless video streaming. We show that this approach not only end-hosts the ability to distinguish between packet loss caused

avoids modifications to the network infrastructure or network DY congestion and that due to wireless channel error.
protocol, but also results in full utilization of the wireless channel. Cen et. al. present an end-to-end based approach to fa-

NS-2 simulations and experiments over 1XRTT CDMA wireless cilitate streaming over wireless [11]. They combine packet
data network are carried out to validate, and characterize the ;qiar-arrival times and relative one way delay to differentiate
performance of our proposed approach. between packet loss caused by congestion and that due to
wireless channel errors. There are two key observations behind
their approach; first, relative one way delay increases mono-
Rate control is an important issue in both wired and wirelessnically if there is congestion; second, inter-arrival time is
streaming applications. A widely popular rate control schenexpected to increase if there is packet loss caused by wireless
over wired networks is equation based rate control [1][2thannel errors. Therefore, examining these two statistics can
also known as TCP Friendly Rate Control (TFRC). There alelp differentiate between congestion and wireless errors.
basically three advantages for rate control using TFRC: firéipwever, the high wireless error misclassification rate may
it does not cause network instability, thus avoiding congestioesult in under-utilizing the wireless bandwidth, as shown
collapse. Second, it is fair to TCP flows, which is the dominaim [11]; it also requires modifications to congestion control
source of traffic on the Internet. Third, the TFRC'’s ratenechanism in protocol.
fluctuation is lower than TCP, making it more appropriate for Other schemes such as [7][8][9][10] that use end-to-end
streaming applications which require constant video qualitstatistics to detect congestion, can be also combined with
For streaming over wireless where packets can be corrupf@eRC to achieve rate control. The congestion detection
by wireless channel errors at the physical layer, rate conts@heme can be used to determine whether or not an observed
is still an open issue. Neither TFRC nor TCP can distinguigiacket loss is caused by congestion; TFRC can then take into
between packet loss due to buffer overflow and that due to bitcount only those packet losses caused by congestion when
errors. Both have been designed to deal with buffer overflaedjusting streaming rate. The disadvantage of this approach
in wired networks and as such, treat any loss as a signisfthat congestion detection schemes based on statistics are
congestion. Consequently, there have been a number of efforté accurate enough, and require some maodifications to the
to improve the performance of TCP over wireless [5][6][7¢ongestion control part of the protocol stack.
[8][9][10]. For example, Snoop is a TCP-AWARE link layer Another way to achieve rate control for streaming over
approach which suppresses acknowledgement packets (A@Kieless is to insert a TFRC-aware Snoop-like module, similar
from the TCP receiver, and does local retransmissions whetoa[5], into the network to do local retransmissions when
packet is corrupted by wireless channel errors [5]. Explicitackets are corrupted by wireless channel errors, and to apply
Loss Notification (ELN) can also be applied to notify thelFRC on end-hosts. In this way, streaming rate is not affected
TCP sender when a packet loss is caused by wireless charimelvireless channel errors. The advantage of this approach is
errors rather than congestion [6]. End-to-end statistics can itesimplicity, and robustness to unpredictable wireless channel
used to help detect congestion when a packet loss happeosditions. The disadvantages are as follows. First, it requires
[71[8][9][10]. For example, by examining trends in the onemodifications to the network infrastructure. Second, Snoop-
way delay variation, one could interpret loss as a sign ke module does not work when the forward route is different
congestion if one-way delay is increasing, and a sign @bm the reverse route. This is because Snoop can not block
wireless channel error otherwise. All these methods either hid€K packets sent from the receiver to the sender when doing
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local retransmissions; hence the sender interprets the padket potential to achieve optimal performance, i.e. maximum
loss caused by wireless channel error as a sign of congestitbmpughput, and minimum end-to-end packet loss rate.
and reduces the sending rate unnecessarily. _
ELN [6] can also be applied to streaming over wirelesé: Setup and Assumptions
By setting ELN bits on consecutive packet headers whenThe typical scenario for streaming over wireless is shown in
packets are lost due to wireless channel errors, the emilgure 1 where the sender is denotedsbynd the receiver by
host can differentiate between congestion and channel errgtsAs shown, a video server in the wired network is streaming
In this case, TFRC can take into account only the packgtleo to a receiver in the wireless network. The wireless link
loss caused by congestion when adjusting the streaming rggeassumed to have available bandwidify, and packet loss
Fundamentally, this achieves the same objective as Snoop-likeep,,, caused by wireless channel error. This implies that the
module does, i.e. it enables TFRC not to respond to packet Igsaximum throughput over the wireless link 13, (1 — p,,)-
caused by wireless channel errors. The disadvantage of ETNere could also be packet loss caused by congestion at nodes
approach is that it also needs modifications to the netwotkand 2, denoted by’ andp?, respectively. We usg! andp’?
infrastructure. to represent the packet loss rate at nodaused by streaming
Other similar works, but not related to our approach includeaffic itself, i.e. self congestion, and by cross traffic, i.e. cross
MULTCP [15] and NetAnts [16]. They both open multiplecongestion, respectively. Thus we haye= pi' + p?2. The
connections to increase throughput. MULTCP was originalbind-to-end packet loss rate observed by receiver is denoted
used to provide differential service, and was later usd®y p. The streaming rate is denoted @y This implies that
to improve the performance in high bandwidth-round-tripthe streaming throughput (1 —p). We refer to the wireless
time product networks. NetAnts achieves higher throughpeihannel as underutilized (1 — p) < By, (1 — py)
by opening multiple connections to compete for bandwidth The reasons for choosing this scenario to analyze are that
against others. Since fairness of TCP is at the connectifirst, it is a simplified version of the popular cellular wireless
level rather than application level, using more connections thgata transmission scenario in which we are interested. Second,
other applications can result in higher individual throughpuit. captures the fundamental problem that we want to analyze.
The difference between NetAnts and our approach are Hsird, it makes our analysis easy to understand and evaluate.
follows. First, opening more connections than needed in wirgde believe the analysis and solution are also applicable to
networks increases the end-to-end packet loss rate experiernsg@r general scenarios.
by end-host. Second, unlike our approach, there is no mecha-
nism to control the number of connections in NetAnts. video go————
In this paper, we show that using one TFRC connection in @ 1 @ *__’ @
wireless streaming applications results in under-utilization of
the wireless bandwidth. We then propose the use of multiple wired links
simultaneous TFRC connections for a given wireless streaming I I
application. The advantages of our approach are as follows:
first, it is an end-to-end approach and does not require any
modifications to network infrastructure and protocols, except Fig. 1. Typical scenario for streaming over wireless.
at the application layer. Second, as will be pointed out later,
it has the potential to fully utilize the wireless bandwidth Given this scenario, we assume the following:
provided the number of connections and packet size arel) The wireless link is assumed to be the long-term bot-
selected appropriately. The disadvantages are, more complex tleneck. By this, we mean there is no self congestion at
control procedures, and more system resources, e.g. memory, node 1, i.epl! = 0.
for opening more connections on end-hosts. 2) There is no self congestion at node 2 , p! = 0, if an
The rest of the paper is structured as follows. In Section  only if the wireless bandwidth is underutilized, i2(1—
I, we present the Problem formulation together with an  p) < B, (1 — p,). Also, p?! = 0 implies no queuing
optimal strategy based on multiple TFRC connections. NS-2  delay due to self congestion, and hence results in the
simulations and actual experiments are carried out to validate round trip time for a given route to be at a minimum,
the basic idea. In Section Ill, we propose a practical system i.e. RTT,,;,. Thus, this assumption can be restated as
called MULTFRC to implement the approach discussed in Sec-  follows: for a given routeytt = RTTynin < T (1—p) <
tion 1. NS-2 simulations and actual experimental results are  B,,(1 — p,,). This in turn implies that if7'(1 — p) >
included in Section IV to show the efficiency of MULTFRC. By(1 —py) thenrtt > RTT .
Conclusions and future works are in Section V. 3) The packet loss caused by cross traffic is independent
of the streaming rate at the sender , p€ andp?? are
constant and independent Bt
In this section, we begin by analyzing the performance of 4) B, andp, are assumed to be constant.
one TFRC for streaming over wireless. We then propose a rate&s) The packet loss caused by wireless channel error is
control strategy, based on multiple TFRC connections, that has assumed to be random and stationary.

wireless link
(B, py)
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6) Our objective is to optimize long-term streamingand
throughput and packet loss rate performance rather than pe = (1 =) (1 — py,)p? (4)

short term behavior; this is because the short term . . . .
behavior is taken care of by TFRC. Pw 1S independent of packet loss due to self congestion, i.e.

11 21 H H
7) Packet sizeS for all connections of one application are’c Orp(’;’ gnd hepce also |lndeper'1dent of streaming ThtEn'
a sensep,, is similar top,, in that it lumps cross congestion

the same, unless otherwise stated. . . . .

8) We assume one TFRC connection does not fully util %nd_ wireless channel_error in one quantity. Therefore it can
B,,, otherwise it already achieves optimal performanczg,‘.a interpreted as equllvalent wireless channel packet loss rate
and no improvement is to be expected. with no cross congestion on nodes 1 and 2. Oq the other hand,

depends on packet loss due to self congestionpi'e.and

9) For simplicity, the backward route is assumed to bf%us may vary with the streaming rate. Eqn. (2) shows ghat

error-free and congestion-free. . . .
) g is a lower bound fop, and that the bound is reached if and
Based on this scenario, the two goals of our rate contrgll“y if there is no self congestion, i.@2! = 0 and hence
v "¥e ’

can be stated as follows. First, the streaming rate should NOL_ (. Combining Eqn. (1) and (2), an upper bouffg, on

cause any network instability, i.e. congestion collapse. Secorﬂﬁe streaming rate of one TFRC connection can be derived as
it should lead to the optimal performance, i.e. it should resylt};os:

in highest possible throughput and lowest possible packet loss kS .
T< o= =T ®)
rate. RTTin V Pw
TFRC can clearly meet the first goal, because it has be nthere is no self congestion, i.@?' — 0, and hence

shown (a) to be TCP-friendly, and (b) not to cause networ : .
. . : . no queuing delay caused by self congestion, we rget=
instability. In the remainder of this paper, we propose way; TT 5 — 0 p— 5. and thereforel — T in Edn
of achieving the second objective listed above, using a TFRé mint Pe = % D = Dw b qn.

based solution, without modifying the network infrastructur ). In this case, the throughput % (1 — p.,), which is the
and protocols.

dpper bound of throughput given one TFRC connection for
the scenario shown in Figure 1. We define the wireless link to
B. A Sufficient and Necessary Condition for Under-utilizatioR€ under-utilized if the overall end-to-end throughput is less
than B,,(1 — p,,). Based on these, we can state the following:

Wi he followi | for TFR I h . . . .
prob?erlris[eZ]'t e following model for C to analyze the Theorem 1:Given the assumptions in Section IILA,

kS sufficient and necessary condition for one TFRC connection
= rtt/p (1)  to under-utilize wireless link is
T represents the sending rat&,is the packet sizertt is Ty(1 = pu) < Bu(l — pu) (6)

the end-to-end round trip timey is the end-to-end packet
loss rate, andk is a constant factor between 0.7 [13] andVhen there is no cross congestion, pg.= p.,, the condition
1.3 [12], depending on the particular derivation of Eqn. (1} simplified toT;, < B,,.
Although this model has been refined to improve accuracy Proof: Since T,(1 — p,,) is the upper bound of one
[1][3], it is simple, easy to analyze, and more importantiyT FRC’s throughput, clearly Eqn. (6) implies under-utilization
it captures all the fundamental factors that affect the sendinfjithe wireless channel, and hence the "sufficient” part of the
rate. Furthermore, the results we derive based on this simpleeorem is obvious. To see the necessary part, note that if
model can be extended to other more sophisticated modelsder-utilization happens, i.€(1 — p) < By, (1 — py), then
such as the one used in [1]. invoking assumption 2 in Section II.LA, no self congestion
Given this model, the average throughput measured at thappens, thustt = RTT,,;,, p = P, andT = T, resulting
receiver isT(1 — p), when streaming rate i€, and overall in T3(1 — py) < By (1 — puw). [ ]
packet loss rate ip. End-to-end packet loss rate is a  If the condition in (6) is satisfied, then direct application of
combination ofp,, andp;. (i = 1,2) as follows: TFRC or TCP to wireless scenario results in under-utilization.
1 1y, 2 1 2 In essence, the approaches taken in [5][6][7][8] [9][10][11] en-
p=pet (I =pe)pe+ (1 =pe)(l =pe)pu sure the condition in (6) is not satisfied, through modifications
Using the fact thap! = p' + pi2, for i = 1,2, and invoking to network infrastructure or protocols.
the no self congestion assumption 1, ip¢: = 0, p can be  For example in the TFRC-AWARE Snoop-like solution,
re-written as: pw becomes effectively zero through local retransmissions.

p o= P2 (1—p2)pu + (1 - pl2)(1 - pu)p2 This makesT;, become independent of the wirele_s_s channel
12 01 packet loss rate,,, and hence ensures that condition in (6)
+(1 = pc") (A = pw)p; is independent of the wireless channel errors. Basically by
= Pw +De > Pu (2) effectively settingp,, = 0, Snoop-like module translates the
where new problem, i.e. rate control for streaming over wireless, into

an old one, i.e. rate control for streaming over wired network,
Puw =2+ (1= p)pw + (1 —pA) (1 —p,)p*2  (3) for which a known solution exists. Similarly, ELN and end-



to-end statistics based approaches make TFRC not respatilization occurs, the optimal number of connections,,,
to packet loss caused by wireless channel errors, thus satisfies:

taking p,, into account when adjusting streaming rate. This kS A
is effectively the same as setting, = 0, thus improving the Bu(1=puw) = nopt RTT /P \/]Tw(l — D)
performance of the TFRC connection. ~

= n S = B 1- Pw RTTmin V Pw (7)
C. A Strategy to Reach the Optimal Performance RS T T k

It is not necessary to avoid the condition in (6) in order t?hus what really matters is the product ef,; and S,
achieve good performance for oapplication This is because and it is always possible to achieve full wireless channel
it is conceivable to use multiple simultaneous connectionsilization by choosingz,,: to be an integer, and by selecting
for a given streaming application. The total throughput of accordingly. It is also possible to analyze the case with
the application is expected to increase with the number different packet sizes for different connections, but this is
connections until it reaches the hard limit Bf,(1 — p,). harder to analyze, and it is not fundamentally different from

1) Analysis on the Optimal Number of Connectio@ven the case with the same packet size for all connections. For the
the scenario shown in Figure 1, and the assumptions statede with the packet size fixed &t the optimal number of
in Section Il.A, we now argue that multiple connections cagonnections is given by
be used to achieve optimal performance, i.e. throughput of ~
B, (1 — p,), and packet loss rate gf,. To see this, let us {Bw 1713“’ RTT"””\/pT”J = Aopt (8)
consider a simple example in which 1= puw kS

resulting in throughput of.
By(1 = py) = &(1 — Puw) = 2.5T(1 = pu) loss ratg Ofp. o

RTTmzn Aw . .
B . TERC P . ith K seth To show that opening more tham,,; connections results
y opening oneé connection with packet size the larger rtt, or possibly higher end-to-end packet loss rate,

application achieves a throughpAut %Tjsim(l —bu) = assumen,,; and S lead to the optimal performance, and
Ty(1—pw) and packet loss rate gf,. This is because accord-¢qngider opening,,,; +dn connections, wherén is a positive
ing to Theorem 1, ul?éjer-utlhzatlon impliest = RTTinin,  jnteger. Denoting the end-to-end packet loss ratg/ dsr this
p=pwandT = zrm2—e = Tj. case, the overall throughput is given by, +5n)rtf—5y(1 —

) = By(1 — pw) and hence

kS ~
ort T 7— (1 —Pw) and packet

T’minm . .
Let us now consider the case with two TFRC connections
from sender s to receiver r in Figure 1. Following the as-
sumptions and analysis in Sections II.LA and I1.B, it is easy (opt + 61)S = B 1 — py, it/ ©)
to see thap,, for each of the two TFRC connections remain ovt Y1-p k
unchanged from the case with one TFRC connection. This iSComparing the above equation with Egn. (7), and taking

because acclc;rding tc;QEqn. (3), packet loss rate due to Crpgg account that the right hand sides of Egn. (7) and (9)
congestion,p.~ and p;*, are independent of the streamingre monotonically increasing functions with respect to overall

rate,T'. Thus the throughput upper bound for each of the two, ket loss rate and round trip time, we conclude that either

. . kS A A
TFRC connections isg—">—— m\/ﬁ(l —pw) = To(1 = Pu) it > RTT,,;,, andlorp’ > pu.

and the aggregate throughput upper bound for both of themrhe intuition here is that as number of connections exceeds
Wi\/ﬁ(l — pw) = 2T5(1 — pu), Which is smaller nopt, the sending rate of each connection has to decrease.
than B,,(1-p.,), implying channel under-utilization. Invoking Thus by (1), the producttt,/p has to increase, so eithet
assumption 2, we conclude that there is no self congestipgreases op increases, or they both increase. In practice, as
and hencertt = RTTnin, p: = 0 andp. = 0, and the number of connections exceeds,, initially p remains
thusp = p,. The throughput for each connections is theBonstant and-¢¢ increases due to the increase on queueing
Wi\/ﬂ(l — Pw). Consequently, the total throughput fordelay at node 2, i.ertt > RTT,y:,; if the number of con-

both connections 'QW

W(lfﬁw) with packet loss rate nections keeps increasing and buffer on node 2 overflotts,

at p,,. will then stop increasing, ang begins to increase. Eventually
A similar argument can be repeated with three TFR®e get bothrtt > RTT,,;, andp > p,,.

connections, except that the wireless channel is no longeffo summarize, if the number of TFRC connections is

under-utilized and-tt > RTT,,;,. Furthermore, if the buffer too small so that the aggregate throughput is smaller than

on node 2 overflows thef. will no longer be zero and henceB,,(1 — p,,), wireless channel becomes under-utilized. If the

using Eqn. (2) we get > p,,. In this case the wireless link isnumber of connections is chosen optimally based on Eqgn.

still fully utilized at T (1 — p) = B (1 — pw), but round trip (7), then wireless channel becomes fully utilized, the total

time is no longer at the minimum valu&l'T;,.;,,; and overall throughput become®,(1 — py), the rit = RTT,,;,, and

packet loss rate could exceed,,, i.e. the overall packet loss

rate in the two connections case. 10f coursep,, may also change when packet size changes, but for the sake
| | givenB.. o d th k iz8 f h of simplicity, we assume,, is stable as packet size changes. Analysis can
n ger_1era ’ giveni,, p,, and the packet S'Z_ Or €aCN  pe extended given a relation betwegp andS. The point here is to change

connection, it can be shown that when full wireless channgicket size to achieve finer granularity in increase/decrease.




the overall packet loss rate is at the lower bouhd given

in Eqn. (3). However, if the number of connections exceeds
nept, €ven though the wireless channel continues to be fully
utilized atB,,(1 — py,), thertt will increase beyon®RTT,,;,

and later on packet loss rate can exceed the lower bpynd

In Section Ill, we use the above conclusions to develop a g(l;;gi .,ﬂ!r,,;‘ — |
practical scheme called MULTFRC to determine the optimal o [\ . TRy
number of connections. & 700000 \ ° S ]
2) Simulations and Experimental Verificatiop validate £ soo000 - R
the above conclusions, we carry out both NS-2 [14] simuZ so0000 M a
lations and actual experiments over Verizon Wireless 1xRT'§ 400000 f e ]
CDMA data network. The topology for NS-2 simulations is the* 300000 - T el ]
same as the one shown in Figure 1 with the following settings: 200000 - x e
B, =1 Mbps, RTT,,;, = 168 ms, S = 1000 bytes, andp,, 100000 e
varying from 0.0 to 0.16. Also, no cross traffic is introduced 0 002 001 006 008 o1 o1z o014 o016
for illustration purposes. Within NS-2, we stream 1, 2, 4, 8, 16 Wireless cha{m;)el error rate
and 32 TFRC connections from a fixed host to mobile hosts _ ) _
for 1000 seconds. The wireless link is modelled as a wired W0 connections thirty-two connections, -
link with an exponential random packet loss model. o =™ *optimal” -

The results of NS-2 simulations indicating throughput, 018
packet loss rate and round trip time as a function of wireless o6 f
channel error rates,,, for different number of connections, are § o014 -
shown in Figure 2. There are three observations to be madg. 1> |
First, for a givenp,,, throughput increases with the numbers |

of connections up to a point, after which there is a saturatiol oosl

effect. For example, fop,, = 0.04 we need to open at least 4 § 006 -

connections to maximize the throughput. Second, for a fixe@ 0'04

pw, Opening too many connections results in either highef |

packet loss rate, or higher round trip time thB&'T,,;,, or 002 L

both; for instance, seen from Figure 2,8t = 0.04, opening 0 002 o002 006 008 oi o012 o014 o1
8 connections results in increase in round trip time but not in Wireless channel error rate

packet loss rate; however, opening 16 or 32 connections results . © . ,

in packet loss rate to be higher than 0.04, and larger round W0 Gonnecions siviean connections —-a—-
trip time. Thlrd, givean, P RTTminy and S, there is an o four connections ----x---- thirty-two connections ----o----

"optimal” number of connections with the highest throughput
and the lowest packet loss rate; for example, fgr= 0.04,
the optimal number of connections is around 4 or 5.
Similar experiments are carried out on Verizon Wirelessé
1XRTT CDMA data network. The 1XRTT CDMA data network §
is advertised to operate at data speeds of up to 144 kbps for oBe
user. As we explore the available bandwidth for one user using °
UDP flooding, we find the highest average available bandwidt§
averaged over 30 minutes to be between 80 kbps to 97 kbps. o1t .
In our experiments, we stream for 30 minutes from a desktop ‘ ‘ ‘ ‘ ‘
on wired network in EECS department at U.C. Berkeley to a o 002 004 006 008 01 01z 014 016

Wireless channel error rate

e (s)

laptop connected via 1XRTT CDMA modem using 1, 2 and 3 ©
connections with packet size 6f = 1460 bytes. We measure one connection —+— eight connections o
the total throughput, packet loss rate and round trip time as four connections thirty-two comnections, o -

shown in Table I. Clearly, the optimal number of connections is _ _ _
2. Specifically, the loss rate is slightly higher for 3 connectiorfdd: 2 NS-2 simulations showing (2) End-to-end throughput, (b) packet loss
. ) rate, and (c) round trip time as a function of wireless channel error pate,
than for 2, while the throughput is more or less the same fg¥ gitferent number of connections.
2 and 3 connections.
Based on the above analysis and experiments, strategy

leading to optimal performance can be described as follows:

Keep increasing the number of connections until an additional



TABLE |
EXPERIMENTAL RESULTS FORVERIZON WIRELESS1XRTT CDMA DATA

Have received mreports past
since |ast measurenent?

Report from No
receiver: rtt —l

NETWORK.
number of throughput rtt pkt loss ves |
conn.'s (kbps) (ms) rate o Suim e
one 57 1357 | 0.018 avertt = sumste/m
two 48.2+45.6=94 2951 | 0.032 —
three 33.2+31.9+27.8=93 2863 | 0.046 J
rtt_mn = nin(rtt_nin, ave_rtt);
th = rtt_mi n*gamm;

connection results in increase of end-to-end round trip time
or packet loss rate. No W Yes

. . . N . . = fl fn); = fl fn);
As seen in Section IlI, in practical implementation of the———>"" b LA

above strategy, we use average round trip time measurements,

rather than packet loss rate as in indicator of the optimin -~ number of reports recel vad over which ve computa
. . . . - the average rtt;
number of connections; this is because the increase in a» - number of connecti ons opened;
erage round trip time typically happens before the increag - threshol d used to ] udge whether there i an Tnoreass i
n paCket IOSS ratel and thus enables us to deteCt the fsum_rtt -- :anitr);lreporled rttsf use internally for conputing ave_rtt;
utilization earlier. In the next section, we propose a syste e e 1o 11 o
called MULTFRC that uses round trip time measurements {2 -+ parameter beta in |1 AD
ganma -- ratio used when updating the th

implement the above strategy.

I1l. MuLTIPLE TFRC (MULTFRC)
. . . Fig. 4. Flow-chart for MULTFRC system. Blocks in gray represent the
The basic idea behind MULTFRC is to measure the rOunﬁﬂctionalities ofrtt measurement sub-system, blocks in white represent those

trip time, and adjust the number of connections accordinghy. connection controller sub-system.

Specifically, we increase the number of connectior®y «/n

or decrease it by, depending on thett measurements and

(3 are preset constant parameters of our control algorithm. TA& shown in the system flowchart in Figure 4, RMS receives

design goals are twofold: first, utilize the wireless bandwidti¢ports from receiver every round trip time, containing the

efficiently; second, ensure fairness between applications. an averagertts,mp. measured in the past round trip time
The framework of MULTFRC is shown in Figure 3. Aswindow. RMS then further computes a smoothed version of

seen, there are two components in the system: mea- these averageit's everym reports, as follows:

surement sub-system (RMS), and connections controller sub- ST rtt_sample;

system (CCS). The flowchart of the system is shown in Figure avertt = =+

4. We now describe each component in detalil.

(10)
m

Setting m to large values can reduce the noisedive_rit,
while setting it to small values makes the system more
responsive to changes in round trip time.

Connections
controller

Connections
controller

B. Connection Controller Sub-system (CCS)

The CCS is shown as the white blocks in Figures 3 and 4.
Its basic functionality is to Inversely Increase and Additively
| — Decrease (IIAD4, 3)) the number of connections based on
reports the input from RMS, as illustrated in Figure 4. Specifically,
it first sets thertt_min as the minimurmuve_rtt seen so far,

rtt
measurement

Sender Receiver ’
and then adapts the number of connectioas follows:
Y 0, if ave_rtt — rtt_min > yrtt_min,;
~ | n+a/n, otherwise.
Fig. 3. MULTFRC system framework. (11)

where~ is a preset parameter. The reason for this is fair and
efficient sharing among multiple MULTFRC applications, and
A. rtt Measurement Sub-system (RMS) between MULTFRC and TCP or TFRC connections.
The gray blocks in Figures 3 and 4 represent RMS thatFor a given route, thett_min is a constant representing the
resides at the sender; it basically measures averéigever minimum round trip time for that route, i.e. with no queuing
a window, denoted byive_rtt, and reports it to the CCS. delay. As an example, on a wireless link with no cross traffic,



thertt_min simply corresponds to physical propagation delaferkeley, to a notebook connected to Internet via Verizon

As such,ave_rtt — rtt_min corresponds to current queuingWireless 1XRTT CDMA data network. Thus it is quite likely

delay, andhyrtt_min is a threshold on the queuing delay thathat the last 1XRTT CDMA link is the bottleneck for the

MULTFRC can tolerate before it starts to decrease the numistreaming connection. The packet sig¢eis 1460 bytes, and

of connections. As a result, under ideal conditions, MULTFR@e streaming takes 30 minutes. As we cannot contl

keeps increasing the number of connections to makertt in actual experiments, we measure the average throughput,

as close as possible (@ + ~)rtt_min without exceeding it. average number of connections, and packet loss rate.

Ideally, ave_rtt becomes larger thartt_min if and only if the N

link isyfully utilized, and theg gueue on bottleneck Ii):lk routeP' Performance Characterization of MULTFRC

is built up, introducing additional queuing delay. Thus by We have empirically found the following parameters to

evaluating the relation betweeme_rtt andrtt_min, MULT-  result in reasonable performance:= 3 = 1, v = 0.2 and

FRC detects full utilization the wireless link, and controls thg = 50.

number of connections accordingly. We simulate the MULTFRC system to stream for 9000
When there is a route change either due to change Sfconds, and compute the average throughput and packet loss

the wireless base station, or due to route change witHite forp,, =0.0, 0.02, 0.04, 0.06 and 0.08, and compare them

the wired Internet, the value oftt_min changes, affecting to the optimal, i.e.B,,(1 — p,,) for eachp,,. The results for

the performance of MULTFRC. Under these conditions, #w = 1 Mbps and RTT,,;,, = 168 ms are shown in Figure

is conceivable to use route change detection tools suchfads seen, the throughput is within 25% of the optimal, the

traceroute [17] to detect the route change, in order to regtind trip time is within 120% oRT'T;,;,, and the packet loss

rtt_min to a new value. Furthermore, it can be argued that tfi@te is almost identical to the optimal, i.e. a line of slope one

overall throughput of MULTFRC will not go to zero, resultingds @ function of wireless channel error rate. As expected, the

in starvation; this is because MULTFRC always keeps at leadterage number of connections increases with wireless channel

one connection open. error rate,p,,. To confirm MULTFRC's performance over a
wider range of parameters, we carry out additional simulations
IV. SIMULATIONS AND EXPERIMENTAL RESULTS using the same topology as in Figure 5, with), = 100 kbps

In this section, we carry out NS-2 simulations and actual e&Nd RTTrin = 757 ms. The results, shown in Figure 7 are
periments over Verizon Wireless 1xRTT CDMA data networRS expected, and validate our earlier observatiéns.

to evaluate the performance of MULTFRC system. Considering the throughput plots in Figures 6 and 7, we
notice that for some values df,, there is a significant
A. Setup difference between the actual and optimal throughput. This is

due to the quantization effect in situations where the number
O 2Mbps, 20ms /" 1.6Mbps, 10 ms O___]_l\/[__l:_)p_s_,_é_l{)_m__s___ of connections is small, i.e. 2 to 4. In these situations, a small
oscillation around the optimal number of connections results
in large variation in observed throughput. One way to alleviate
Fig. 5. Simulation topology. this problem is to increasein order to tolerate larger queuing
delay and hence absorb throughput fluctuations, at the expense

The topology used in simulations is shown in Figure 5. THef being less responsive. Another alternative is to use smaller
sender denoted by, and the receiver denoted by both run packet size in order to reduce the "quantization effect” at the
MULTFRC at the application layer. For all simulations, th&xpense of (a) lower transmission efficiency and (b) the slower
wireless bandwidtiB,, is set be 1 Mbps and is assumed to beate of convergence to the optimal number of connections.
the bottleneck. The wireless link is modelled by an exponential To examine the dynamics of MULTFRC system, we show
error model, ang,, varies from 0.0 to 0.08 in increments ofthroughput, packet loss rate, and the number of connections
0.02. DropTail type queue is used for each node. In order @ @ function of time fop,, = 0.04 in Figure 8. As seen, the
evaluate MULTFRC's performance in the presence of wireleiZroughput and the number of connections are quite stable; as
channel errors. We examine three issues; first, how MULTFRaxpected, packet loss rate is around 0.04 and round trip time
performs in terms of average throughput, average round tifplow, and is in agreement with the results corresponding
time, and packet loss rate, as a functiopgf Second, whether P« = 0.04 in Figure 6. Similar results are obtained for other
the number of connections is stable. Third, whether or notvalues ofp,,.
MULTFRC app"cation can fa|r|y share with an app"cation In order to examine MULTFRC's performance as a function
using one TFRC or one TCP connection. In all the simulatior@f p.,, we use MULTFRC withp,, initially set at 0.02. Then
throughput is measured every 10 seconds, packet loss rat@tig000"" second,p,, is switched to 0.08, and at000""
measured every 30 seconds, the average round trip times@sond switched back to 0.02. Here, we artificially change
measured every 100 packets, and the number of connectipnsto see how MULTFRC adapts to the changepin. The
is sampled whenever there is a change in it. ) o o

For the actual experiments over 1XRTT, we stream frorn7abNote the round trip times fop,, = 0 are shown nenhgr in F_|gure 6 or

ecause they represent the channel error free case in which MULTFRC

desktop connected to Internet via 100 Mbps Ethernet in EEG&juces to one TFRC connection.

wireless link
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Fig. 6. NS-2 simulations foB,, = 1 Mbps and RT'T),,;»n, = 168 ms; (@) Fig. 7. NS-2 simulations foB3,, = 100 kbps and RTT,;n,, = 757 ms;
throughput, (b) end-to-end packet loss rate, (c) end-to-end round trip tinfa) throughput, (b) end-to-end packet loss rate, (c) end-to-end round trip time,
(d) number of connections, all as a function of packet level wireless chanifd) number of connections, all as a function of packet level wireless channel

error rate. error rate.
TABLE I
throughput, packet loss rate, round trip time and the numberACTUAL EXPERIMENTAL RESULTS FOR AMULTFRC SYSTEM OVER
IXRTT CDMA.

of connections opened are shown in Figure 9. As seen, the

number of connections varies from around 3 to around 7 @Sscheme throughput it packet loss| ave. #
pw Switches from 0.02 to 0.08. (kbps) (ms) rate of conn.
As for actual experiments, we compare the performance u{me TERC 54 1624 0.031 N/A
MULTFRC system and one TFRC connection in Table Il. As '
Y MULTFRC 86 2512  0.045 18

seen, MULTFRC on average opens up 1.8 connectioins, ané
results in 60% higher throughput at the expense of a larger
round trip time, and higher packet loss rate. Comparing I%P and TFRC respectively. As shown, MULTFRC system
results of Tables | and II, we obser\{e that MULTFRQ ach|ev§§,arves neither TCP nor TERC.

good performance as on average, it opens appropriate number

of connections. V. CONCLUSIONS ANDDISCUSSIONS

) In this paper, we proposed an end-to-end rate control

C. Faimess between MULTFRC and TCP or TFRC scheme for wireless streaming that achieves both high through-
We now use NS-2 simulation for the topology shown iput and low packet loss rate, without having to modify

Figure 1 to show that MULTFRC does not starve applicatiomsetwork infrastructure or protocols. Our proposed strategy is
using one TCP or one TFRC connection; we start with orfmsed on increasing the number of connections, and selecting
TCP or TFRC connection and add a MULTFRC 200"  proper packet size when necessary. We developed a practical
second. At6000* second, the MULTFRC is terminated. Thealgorithm called MULTFRC to implement our basic approach.
results are shown in Figures 10 and 11 for comparison wilS-2 simulations and actual experiments over 1XRTT CDMA
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