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Abstract

Path Diversity Media Streaming over
Best Effort Packet Switched Networks

by

Thinh P.Q. Nguyen

Doctor of Philosophy in Engineering-Electrical Engineering and Computer Sciences

University of California at Berkeley

Professor Avideh Zakhor, Chair

Recent years has witnessed phenomenal growth of the Internet. According to Internet

Software Consortium, number of hosts has reached 171 millions in January 2003

versus 71 millions in January 2000 and 5.8 millions in January 1995. Part of this

explosive expansion is the proliferation of multimedia data such as image, audio,

and video on the Internet. The current “best-effort” Internet, however, does not

guarantee Quality of Service (QoS) such as minimum bandwidth, packet loss rate, and

delay which are critical to many multimedia applications. As such, many significant

challenges remain to design and deploy delay sensitive multimedia applications over

the Internet effectively. In this dissertation, we develop a path diversity framework for

concurrent media streaming to a receiver using multiple routes. Without requiring

QoS, our framework improves the quality of the streamed media via multiple routes

created using either multiple senders or relay nodes, in order to increase available

bandwidth, reduce packet loss and delay. Our path diversity framework combines
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many approaches from the network architecture and protocols, to source and channel

coding to in order to improve the overall quality of the streamed media.

From an architecture point of view, our proposed path diversity framework com-

bats packet loss, delay, and insufficient bandwidth for pre-recorded streaming media

by sending packets simultaneously from multiple senders to a single receiver. For

interactive and live streaming applications, the path diversity framework allows a

single sender to send packets simultaneously on both default and redundant paths to

the receiver. To create a redundant path, the sender sends packets to the appropriate

relay node, which then forwards the packets to the receiver. The relay node selection

algorithm is designed to ensure that packets traveling through the relay node take a

different underlying physical path than that of the default path between the sender

and receiver, hence, providing redundancy and protection against network outages

and congestion.

We also develop a transport protocol to synchronize simultaneous media streaming

to receiver via multiple routes. In particular, the protocol employs the rate allocation

and packet partition algorithms. The rate algorithm determines the sending rate on

each route in order to minimize the packet loss, while the packet partition algorithm

ensures that each packet is sent by one and only one sender and at the same time,

minimizes startup delay.

From a channel coding perspective, we show theoretically and experimentally

that using Forward Error Correction (FEC) in streaming the media simultaneously
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over multiple mostly independent routes at appropriate sending rates is more effective

than using FEC with the traditional uni-path streaming. We also provide the optimal

strategy for using FEC under various network conditions.

From a source coding point of view, we design a network adaptive matching pur-

suits based multiple description video coding scheme for our proposed path diversity

framework. Multiple description coding is an error resilient source coding scheme

that generates multiple encoded bitstreams of the source with the aim of providing

an acceptable reconstruction quality of the source when only one description is re-

ceived, and improved quality when multiple descriptions are available. Our network

adaptive multiple description matching pursuits scheme is designed to optimally split

the source into descriptions that are adapted to the network characteristics of each

route, hence providing superior visual quality.

Professor Avideh Zakhor
Dissertation Committee Chair
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Chapter 1

Introduction

Recent years has witnessed phenomenal growth of the Internet. According to

Internet Software Consortium, number of hosts has reached 171 millions in January

2003 versus 71 millions in January 2000 and 5.8 millions in January 1995. Part

of this explosive expansion is the proliferation of multimedia data such as image,

audio, and video on the Internet. The current “best-effort” Internet, however, does

not guarantee quality of service such as minimum bandwidth, packet loss rate, and

delay which are critical to many multimedia applications. As such, many significant

challenges remain to design and deploy delay sensitive multimedia applications over

the Internet effectively. To understand these challenges, in Section 1.1, we review

the current best-effort Internet model and its pitfalls with respect to multimedia

streaming. In Section 1.2, we describe several approaches to alleviate these problems.

In Section 1.3, we outline our thesis contributions to media streaming over best-effort
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networks.

1.1 Best-Effort Internet

The Internet is a global communication system composed of computer networks

based on the Internet Protocol (IP), a common interface between communication

hosts. The Internet was conceived by the Advanced Research Projects Agency (ARPA)

of the U.S. government in 1969, and was first known as the ARPANET. The origi-

nal goal of ARPANET was to allow research computers at universities to exchange

information among each other, and maintain their communications in the event of a

military attack or other disaster. Thus, the ARPANET was designed based on dis-

tributed communications using “packet-switched” concept, the idea first proposed by

Paul Baran of the RAND Corporation in the 1960s [1]. Today, the ARPANET has

evolved into the Internet, a self-sustaining mesh-like packet-switched network con-

necting hundreds of millions of computers worldwide. The success of the Internet can

be attributed to its design based on “best-effort” principle. We now provide a brief

introduction to the existing “best-effort” designs from the network infrastructure to

the Internet protocols.

Since computers are connected by point-to-point links in a mesh-like network, a

number of important questions needed to be answered in order to sustain the growth

and ensure effective use of network resources [2]:
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• Addressing: How to assign address for each computer on the network?

• Routing: How and which path between two computers should be chosen to send

data?

• Flow control: How to deal with congestion in the network?

• Error control: How to deal with transmission errors?

Early architects and designers of the Internet realized that in order to build a network

that enables growth, interoperability among heterogeneous networks and robustness

are critical. Therefore, they devised an uniform communication interface to facilitate

interoperability among networks, and defined the minimal functionality required of

individual networks to achieve robustness [3][4]. Today, this uniform communication

interface is the Internet Protocol (IP), which supervises addressing and routing of

packets, and the minimal functionality designs result in simple and extremely fast

routers1. The consequence of this design is that routers are not sophisticated enough

to automatically retransmit the lost packets per link, or to guarantee certain require-

ments such as the bandwidth, delay, and loss rate along the links between the sender

and the receiver. This preference of simplicity and speed over sophisticated function-

ality has been the guiding principle behind the “best-effort” design since the early

1980’s.

In addition to the interoperability and robustness, successful deployment of the

1routers are the intermediate physical nodes in the network that are responsible for packet pro-
cessing and routing.
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Transmission Control Protocol (TCP) over IP for flow control and error control

enables a tremendous growth in number of hosts on the Internet, by providing stability

and effective use of network resources [5][6]. Together the Internet Protocol and

Transmission Control Protocol (TCP/IP) are used to deliver most of the traffic on

the Internet, such as web traffic and emails.

As noted earlier, the “best-effort” design results in routers with simple function-

ality, therefore hop-by-hop reliability is not possible. Although hop-by-hop reliability

is arguably more efficient in terms of network usage, the cost of implementing com-

plex routers, and therefore less scalable networks, make the efficiency argument less

attractive. On the other hand, the mechanisms for end-to-end reliability are imple-

mented only at the two end hosts, and therefore, end-to-end reliability is arguably

more cost effective from a system design perspective [7]. As a result, TCP provides

end-to-end reliability by retransmitting lost packets, and carries 89% of the current

traffic on the Internet.

However, one consequence of providing end-to-end reliability by retransmitting

lost packets is the associated increase in delay and delay-jitter. Delay is the time

interval between the sending time of the packet at the sender and the arrival time of

the same packet at the receiver. Delay-jitter characterizes the amount of variation

in delay between successive packets, i.e. higher packet delay-jitter indicates higher

variation in packet delay. For delay insensitive data such as FTP and emails, TCP

which uses automatic retransmission of lost packets, is used to transport data since
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the reliability is much more important than low delay and delay-jitter. However, for

delay sensitive applications such as video or audio streaming, an increase in delay or

delay-jitter may result in unacceptable quality of the media. For this reason, TCP

is typically not used in multimedia applications. To support delay sensitive and loss

tolerant applications, the Internet designers provided User Datagram Protocol (UDP)

which avoids automatic retransmission of lost packets in order to reduce packet delay

at the expense of reliability. Consequently, UDP has become the building block of

many multimedia protocols [8][9][10]. With UDP, the application directly handles lost

packets since the application knows the importance of each lost packets, hence it can

use appropriate techniques to correct or reduce errors. This follows directly from the

ALF (Application Level Framing) principle which states that data should be organized

into units (packets) that make the most sense for the application [11]. As early as

the 1970s, researchers on audio transport over packet switch networks have observed

that the application can effectively conceal errors caused by lost audio packets. On

the other hand, automatic retransmissions of lost audio packets by transport layer

often result in lower quality due to delay and delay-jitter [12][4]. Although using UDP

reduces delay and delay jitter for multimedia applications, UDP is still not suitable

for worldwide deployment since it does not provide congestion control. In other words,

UDP does not provide a mechanism for adjusting the sending rate appropriately in

presence of network congestion. This lack of rate control can potentially disrupt TCP

flows, and lead to congestion collapse, where only a small percentage of packets are
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successfully transmitted. In Section 1.2, we review several approach for dealing with

multimedia streaming over the Internet.

1.2 Approaches to multimedia streaming over the

Internet

There are many approaches to multimedia streaming ranging from network to

protocol, to source and channel coding. In this section, we review the advantages

and disadvantages of each approach. We first begin with a network infrastructure

approach, particularly, Asynchronous Transfer Mode (ATM).

1.2.1 Asynchronous Transfer Mode

The design of ATM was initiated by AT&T. Its design philosophy is based on vir-

tual circuit switching. In traditional circuit switching networks such as the telephone

network, the network sets up a fixed circuit between the two telephone terminals

for a duration of the conversation and releases the circuit when the call terminates.

This approach guarantees certain criterion, e.g., minimal delay and bandwidth for

the active call during its duration. However, the drawback of this approach is that

resources cannot be shared by any other communication during the call duration.

Similar to traditional circuit switching, ATM uses virtual circuit switching, in which

every connection must be set up and controlled by the network in order to reserve the
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resources that each connection needs. The network blocks a new connection when

network resources are not available to accommodate the new connection request. This

is referred to as admission control. However, virtual circuit switching does not reserve

sufficient resources for all connections to send packets simultaneously at their peak

transmission rates, rather, virtual circuit switch systems characterize the aggregate

demand and over-subscribe resources to the extent possible while retaining statistical

guarantees for bandwidth, delay, and loss rate. To show the difference between the

traditional and virtual circuit switching approaches, consider a 100 Mbps link. Using

traditional circuit switching, only 50 connections with peak rate of 2 Mbps are al-

lowed through the link at any given time. On the other hand, using virtual switching

circuit approach, the network may allow more than 50 connections, depending on the

average rate of each connection. Assuming the average rate of each connection is 1

Mbps, the network may allow up to 80 connections through the 100 Mbps link and

still achieve low loss rate since it is unlikely that the sum of the transmission rates

of all 80 connections exceeds 100 Mbps long enough for the link to lose packets. The

bandwidth gain of the virtual circuit switching in this example is called statistical

multiplex gain and is the main benefit for using packet-switched networks. Based on

the above discussion, the virtual circuit switching approach provides both the statis-

tical multiplex gain of best-effort packet-switched networks and the tight control of

resource allocation for quality of service in circuit switched networks.

Tight control over resource allocation in ATM network allows a wide range of ser-
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vice classes for different applications. The services classes are based on their quality

of service (QoS) requirements. ATM service models are divided into many service

classes: constant bit rate (CBR), real-time Variable Bit Rate (rt-VBR), non-real-

time Variable Bit Rate (nrt-VBR), Available Bit Rate (ABR), and Unspecified Bit

Rate (UBR). CBR and rt-VBR services are intended for real time applications such

as audio and video conferencing, nrt-VBR service are for non-real time streaming

applications, ABR and UBR services are for “best-effort” applications such as email

and FTP. Based on the above discussion, one may conclude that ATM can effectively

solve the multimedia streaming problem by tightly controlling the resource allocation

at the network level. However, four issues have limited the wide deployment of ATM:

incompatibility, complexity, scalability, and unreliability. Most Internet applications

use TCP/IP and are incompatible with ATM in the sense that TCP/IP has no in-

terface to directly exploit the benefits of ATM. Hence, the wide deployment of ATM

is unlikely in the near future. Due to the tight control of resource allocation, the

ATM switch must be aware of the connections and control protocols, making each

ATM switch complex, and thus costly to scale. Because of the lack of scalability,

the existing ATM switches are usually used in the Internet backbone only, where the

ATM operations are performed on a per-aggregate of flows rather than per-flow basis.

In addition, the complexity of ATM switches makes them difficult to implement and

operate correctly, and thus makes them unreliable. A failure of an ATM switch is

likely to have a large impact on many connections since each ATM switch stores the
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states for many connections. Many also argue that a fast mean and lean IP network

is better since complexity of ATM network necessarily results in a slower network.

1.2.2 Integrated and Differentiated Services

Due to the shortcomings of ATM networks as described previously, the Internet

Engineering Task Force (IETF) has considered a number of architecture extensions

to the best-effort Internet in order to provide QoS for multimedia streaming appli-

cations. The first architecture extension is the Integrated Service (IntServ) model

[13] which attempts to provide end-to-end QoS guarantees in terms of bandwidth,

packet loss rate, and delay, on a per-flow basis. IntServ communicates a connection’s

QoS requirements using Resource Reservation Protocol (RSVP) [14]. When a host

requests a specific QoS for its data stream, RSVP is used to deliver the request to

each router along the path of the data stream and to maintain router and host states.

The maintenance of router and host states in RSVP is necessary for the admission

control modules at each hop along the path to allow or block the new request based

on the available resources. A new end-to-end QoS request is granted only when the

QoS is met at each hop along the path. Although, IntServ using RSVP-based service

architecture is attractive for providing QoS over best-effort networks, it is still highly

complex and costly due to maintenance of router and host state for per-flow QoS and

as such, does not scale to large number of flows. As a result, IntServ model has not

been widely deployed. This eventually led the IETF to consider the Differentiated
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Service (DiffServ) model [15].

The DiffServ model is specifically designed to achieve low complexity and easy

deployment at the cost of less stringent QoS guarantee than IntServ. Under DiffServ,

service differentiation is no longer provided on a per-flow basis, rather QoS is provided

on a per-class basis. DiffServ divides flows into classes with flows belonging to the

same class, sharing the same QoS requirements. Hence, the maintenance of router

and host states on a per-flow basis is no longer required, reducing the complexity

and cost for deployment of DiffServ. To provide QoS on per-class basis, each packets

contains a tag indicating the level of its QoS. Each router in the DiffServ networks

then provides the same treatment for the packets having the same tags, regardless

of where they originate. As an example, all the video packets have the same tag,

and therefore, are given the same preferential treatment in terms of delay and loss as

compared to FTP packets. At a glance, DiffServ seems to be a promising approach

for multimedia streaming over the Internet. However, three short-comings of Diff-

Serv have limited its wide deployment. First, as mentioned previously, DiffServ uses

preferential treatment for low complexity, rather than strict admission control policy

for QoS at each hop, and thus end-to-end QoS per flow is often not guaranteed. The

second short-coming of DiffServ is interaction among different ISPs through Service

Level Agreements (SLAs). Each ISP has different implementations and definitions

for the same QoS, making it hard to maintain the QoS guarantee for a flow crossing

ISPs. Finally, although far less intrusive than ATM or IntServ, the DiffServ model
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requires modification to network routers, making its proliferation less likely in the

near future.

Due to the above reasons, most of multimedia applications over the Internet today

still rely on the best-effort networks, and the quality of the streamed media depends

on the application’s treatment of packet loss and delay. In Section 1.2.3 we describe

several techniques for multimedia streaming over best-effort networks.

1.2.3 Multimedia streaming over best-effort networks

We first begin with multimedia protocols. As discussed previously, TCP is typ-

ically not used in multimedia applications. Instead, most multimedia protocols use

UDP [8][9][10]. Thus, the application manages packet loss appropriately. The IETF

proposed RTP (Real Time Protocol) for transporting audio and video data based on

UDP. To allow the applications to respond to network conditions, RTP also reports

packet loss rate to the applications [16]. Other promising protocol for multimedia

streaming is the TFRC (TCP-friendly Rate Control) proposed in [8]. Unlike TCP,

TFRC does not reduce the sending rate by half when encountering a packet loss,

rather, it calculates the sending rate as a function of smooth loss rate and round

trip time. As a result, the sending rate of TFRC is typically much smoother than

TCP, hence, more suitable for multimedia streaming. There are also other multime-

dia protocols such as RAP [9] which increases and decreases the sending rate by a

small amount according to the observed loss rate and round trip time. These proto-
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cols also produce smoother sending rates than TCP. Since multimedia protocols are

not reliable as they use UDP as the building blocks, applications need to handle the

packet loss. For delay sensitive applications, retransmission of lost packets is often

not used due to additional retransmission delay. Instead, channel and source coding

techniques are used to recover the packet loss or to conceal its effect.

From the channel coding approach, FEC has been widely employed for trans-

porting audio and video over the Internet [17]. Unequal error protection techniques

which provide protection levels according to the importance of the video bits have

been proposed [18]. For example, motion vectors in the video bitstream are generally

considered more important than the residual bits, hence, they are protected with

stronger FEC code. FEC techniques are also used in multicast streaming for situa-

tions with one sender and many receivers. Multicast reduces the network bandwidth

by not sending duplicate packets on the same physical link [19]. The use of FEC in

a multicast scenario is to avoid the NACK implosion associated with retransmission

methods. The NACK implosion is caused by the flood of loss acknowledgment mes-

sages sent from a large number of the receivers in a multicast group to the sender.

This scenario is likely to occur since there are typically hundreds to thousands of

receivers in a multicast group, and at any given point in time, there can be a large

number of loss acknowledgment messages from different receivers, making the sender

unable to respond effectively.

From the source coding approach, error-resilient audio and video codecs have



13

been proposed to conceal the effect of packet loss at the expense of coding efficiency

[20][21]. The error-resilient codecs typically rely on the temporal and spatial similar-

ities between and within frames to extrapolate the missing information in the video

bitstream due to packet loss. To deal with time-varying bandwidth of the Internet,

there has been work on scalable video codecs that adapt the bit rate, i.e., quality, to

the current available bandwidth [20][21]. Also, Multiple Description Coding (MDC)

techniques have also been proposed to combat packet loss [22][23][24][25][26]. MDC

is an error resilient source coding scheme that creates multiple descriptions of the

source with the aim of providing an acceptable reconstruction quality when only one

description is received, and improved quality as more descriptions become available.

From the network architecture perspective, Content Delivery Network (CDN)

companies such as Akamai use the edge architecture to achieve better load balanc-

ing, lower latency, and higher throughput. The edge architecture reduces latency by

moving content to the edge of the network in order to reduce round-trip time and

to avoid congestion in the Internet. Companies such as FastForward Networks and

Akamai strategically place a large number of the servers around the Internet so that

each client can choose the server that results in shortest round-trip time and least

amount of congestion.

All of these approaches assume a single fixed route between the receiver and the

sender throughout the session. If the network is congested along that route, video

streaming suffers from high loss rate and jitter. Even if there is no congestion, as
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the round-trip time between the sender and the receiver increases, the TCP through-

put may reduce to unacceptably low levels for streaming applications. Furthermore,

authors in [27][28] have revealed the ill-behaved systematic properties in Internet

routing, which can lead to sub-optimal routing paths.

Based on these, it is conceivable to make content available at multiple sources so

that the receiver can choose the ”best” sender based on bandwidth, loss, and delay.

In a way, this is what Akamai does by moving the server closer to the client. How-

ever, if no sender can support the required bit rate needed by the application, it is

conceivable to have multiple senders or to use multiple mostly independent routes to

simultaneously stream video to a single receiver in order to effectively provide the re-

quired throughput. Having multiple senders or routes, is also a diversification scheme

in that it combats unpredictability of congestion in the Internet. If the route between

a particular sender and the receiver experiences congestion during streaming, the re-

ceiver can redistribute streaming rates among other senders,thus resulting in smooth

video delivery. This is the motivation for our proposed path diversity framework.

Many diversity schemes have been proposed in wireless literature, ranging from

frequency and time, to spatial diversity [29]. In wired networks, path diversity was

first proposed in [30] and the theoretical work on information dispersion for security

and load balancing was proposed in [31]. Recently, there have been other works

dealing with simultaneous downloading of data from multiple mirror sites. If the data

is not delay sensitive, it is possible to use multiple TCP connections to different sites,
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with each TCP connection downloading a different part of the data. For example,

the authors in [32] use Tornado codes to download data simultaneously from multiple

mirror sites. More recently, Digital Fountain has used an advanced class of linear-

time codes to enable the receivers to receive any N linear-time coded packets from

different senders, so as to recover N original data packets. There has also been

study on the throughput of TCP connection using multiple paths in [33]. In [34], the

authors proposed CoopNet, a tree structure for delivering video to the receivers from

multiple servers. Also Peer-to-Peer (P2P) file sharing system such as Kazaa allows

downloading the media files simultaneously from multiple participating members.

Another Peer-to-Peer system with adaptive layered streaming has also been proposed

in [35]. Also, the performance gain of using multiple servers together with MDC over

traditional single server approach is compared and analyzed in [36][37]. Recently, rate

distortion optimization in the framework of path diversity has also been explored

in [38]. Finally, authors in [39] have shown substantial improvement for real-time

voice communication over the Internet using path diversity together with MDC, and

sophisticated playback schedule.

In this dissertation, we advocate a novel approach for multimedia streaming over

best-effort networks using path diversity, i.e, multiple paths. In subsequent chapters,

we show the path diversity approach offers substantial improvement over traditional

uni-path approach. We now begin with the outline of our thesis contributions in the

next section.
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1.3 Thesis Contributions

In this dissertation, we develop a path diversity framework for concurrent media

streaming to a receiver using multiple routes. Without requiring QoS, our framework

improves the quality of the streamed media via multiple routes created using either

multiple senders or relay nodes, in order to increase available bandwidth, reduce

packet loss and delay. Our path diversity framework combines many approaches from

the network architecture and protocols, to source and channel coding to improve the

overall quality of the streamed media.

In Chapter 2, we present a path diversity framework for multimedia streaming

using multiple senders in order to achieve higher throughput, and to increase tolerance

to loss and delay due to network congestion. In our framework, multiple senders

simultaneously stream the media, e.g., video to a receiver via mostly disjoint paths.

The advantage of this framework is that it combats unpredictability of congestion in

the Internet. If the route between a particular sender and the receiver experiences

congestion during streaming, the receiver can redistribute streaming rates among

other senders, thus resulting in smooth video delivery. Another advantage is that,

using multiple routes can potentially provide higher bandwidth than single route,

hence, higher quality media can be streamed. Within this framework, we propose a

receiver-driven protocol in which, the receiver coordinates simultaneous transmissions

from multiple senders through the control packets sent to all senders from the receiver.

The proposed protocol employs two main algorithms: the rate allocation and packet
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partition algorithms. The rate algorithm determines the sending rate on each route

in order to minimize the packet loss, and to also share bandwidth fairly with other

traffic; the packet partition algorithm ensures that each packet is sent by one and

only one sender, and at the same time, minimizes startup delay. We then examine

the feasibility of such a framework and the performance of the proposed protocol.

In Chapter 3, we extend the rate allocation algorithm in Chapter 2 to incorpo-

rate FEC to combat bursty packet loss on the Internet. We show theoretically and

experimentally that using FEC in streaming the media simultaneously over multiple

mostly independent routes at appropriate sending rates is more effective than using

FEC with the traditional uni-path streaming. We also provide the optimal strategy

for using FEC under various network conditions.

The path diversity system using multiple senders proposed in Chapter 2 cannot

be used for live streaming or interactive applications. In Chapter 4, we propose

a path diversity system that allows single a sender to send packets simultaneously

on both default and redundant paths to the receiver. To create a redundant path,

the sender sends packets to the appropriate relay node, which then forwards the

packets to the receiver. The relay node selection algorithm is designed to ensure that

packets traveling through the relay node take a different underlying physical path than

that of the default Internet path between the sender and receiver, hence providing

redundancy and protection against network outages and congestion. Experiments and

simulations demonstrate that our path diversity system can improve the streamed



18

media quality significantly over the traditional uni-path streaming techniques.

For certain scenarios, e.g. long network outages, using MDC techniques could po-

tentially be better than FEC. In Chapter 5, we design a network adaptive matching

pursuits based multiple description video coding scheme for our path diversity sys-

tem. Our network adaptive multiple description matching pursuits scheme is designed

to optimally partition the source into descriptions that are adapted to the network

characteristics of each route, hence providing superior visual quality.
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Chapter 2

Path Diversity Media Streaming

Using Multiple Senders

In this chapter, we propose a path diversity framework for streaming video from

multiple senders simultaneously to a single receiver in order to achieve higher through-

put, and to increase tolerance to loss and delay due to network congestion. Our so-

lution combines approaches from different perspectives including system architecture

and transport protocols. From the systems perspective, we expand the edge archi-

tecture as shown in Figure 2.1 to allow simultaneous video streaming from multiple

senders. Figure ?? shows our approach of using multiple senders, in contrast to the

edge architecture where only one server is responsible for streaming video to its near-

est clients. From protocol perspective, we use a TCP friendly protocol to coordinate

simultaneous transmission of video from multiple mirror sites to a single receiver effec-
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tively. There are two main algorithms in our protocol: The rate allocation and packet

partition algorithms. The rate allocation allocate the sending rate among senders

to minimize the packet loss while the packet partition algorithm prevents duplicate

packets and minimizes the startup delay. Although, this work focuses primarily on

video streaming, our protocol and architecture can accommodate other multimedia

components such as audio as well.

The rest of this chapter is organized as follows. In Section 2.1, we state the

assumptions and the scenarios for our path diversity framework. In Section 2.2, we

describe our transport protocol, rate allocation, and packet partition algorithms. We

show that under certain assumptions, our rate and packet allocation algorithms are

optimal in terms of packet loss and delay. Next, we describe the simulation setup and

discuss results in Section 2.5. Finally, we conclude in Section 2.6.

Figure 2.1: Edge architecture.
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Figure 2.2: Multiple sender architecture.

2.1 Assumptions

To successfully stream video from multiple senders, we assume that the available

aggregate bandwidth from all the senders to the receiver exceeds the required video

bit rate. As an example, consider a network configuration shown in Figure 2.2. The

available bandwidth from router A to receiver R, sender S1 to router A, and sender

S2 to router A is assumed to be 2Mbps, 0.8Mbps, and 0.4Mbps, respectively. Router

A can be an edge router of a particular network domain of a university or a company,

and is assumed to be the only router receiver R is connected to. In this scenario, it is

not possible to stream a 1Mbps video from sender S1 to receiver R since the available

bandwidth for streaming video from S1 to R is only 0.8Mbps. However, it is possible

to stream a 1Mbps video simultaneously from both senders S1 and S2 to receiver R

since the aggregate bandwidth from both senders S1 and S2 to receiver R is 1.2Mbps
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which exceeds the required bit rate of 1Mbps. On the other hand, if the available

bandwidth from router A to receiver R is only 0.9Mbps, then the link between A and

R becomes a bottleneck, and video streaming at 1Mbps becomes infeasible both for

multiple sender and single sender scenarios. We also assume that the routes from a

client to the senders do not share the same congestion link. If there is congestion on

a shared link between two senders, then changing the sending rate of one sender may

adversely affect the traffic conditions of the other one. In this work, we assume that

changing the sending rate of one sender does not affect the route conditions of others.

As will be discussed in Section 2.3, this assumption prevents potential oscillations

and instabilities in the sending rates computed by our rate allocation algorithm.

Based on the above assumptions, in streaming situations when the bottleneck is

in the last hop, e.g., due to the physical bandwidth limitation of dial-up modem,

our proposed distributed streaming approach is of little use. Indeed if a client is

connected to the Internet through a low bandwidth connection, it is preferable to

download the entire video in a non-real time fashion before playing it back. Our

premise is that, asymptotically, as broadband connection to the Internet such as

DSL or cable modem becomes prevalent, the limiting factor in streaming is packet

loss and delay due to congestion along the streaming path, rather than the physical

bandwidth limitations of the last hop. Finally, there has been work on detecting the

shared congestion points of different routes [40] based on the correlation of packet loss

and delay between routes. These correlations can be used ahead of time to improve
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the performance of our approach. 2.5. Finally, we conclude in Section 2.6.

2.2 Protocol Overview

2.2.1 Transport Protocol

Figure 2.3: High level description of distributed streaming framework.

Our transport protocol is a receiver-driven one, in which the receiver coordi-

nates transmissions from multiple senders based on the information received from

the senders. Each sender estimates and sends its round trip time to the receiver. The

receiver uses the estimated round trip times and its estimates of sender’s loss rates

to calculate the optimal sending rate for each sender. When the receiver decides to
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change any of the sender’s sending rates, it sends an identical control packet to each

sender. The control packet contains the synchronization sequence number and the

optimal sending rates as calculated by the receiver for all senders. Using the specified

sending rates and synchronization sequence number, each sender runs a distributed

packet partition algorithm to determine the next packet to be sent. Figure 2.3 shows

the block diagram of an example of a system deploying our approach.

2.2.2 Bandwidth Estimation

In our protocol, the receiver estimates available bandwidth for each sender based

on the TCP-friendly rate control algorithm (TFRC) proposed in [8]. The TFRC

protocol is designed to be fair with TCP traffic, and results in less fluctuation in

sending rate than TCP does. It calculates the available bandwidth according to the

following equation:

B =
s

R
√

2p
3

+ Trto(3
√

2p
3
)p(1 + 32p2)

(2.1)

where B denotes the current available TCP-friendly bandwidth between each sender

and the receiver, Trto is TCP time out, R is the estimated round-trip time in seconds,

p is the estimated loss rate, and s is the TCP segment size in bytes. The estimated

round trip time is computed using the moving average of round-trip times over a fixed

time interval. Similarly, the estimated loss rate is the ratio of number of lost packets

over the total number of packets sent during a fixed time interval. The estimated

bandwidth B forms an upper bound for the TCP-friendly sending rate.
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2.3 Rate Allocation Algorithm

In our protocol, the receiver computes the optimal sending rate for each sender

based on its loss rate and estimated available bandwidth. The problem of allocating

optimal sending rate to each sender can be stated as follows. Let N be the total

number of senders, and L(i, t) and S(i, t) be the estimated loss and sending rates,

respectively for sender i over an interval (t, t + δ). Our goal is to find S(i, t), i =

{1...N}, that minimize the total lost packets during interval (t, t + δ) given by

F (t) =
N∑

i=1

L(i, t)S(i, t) (2.2)

subject to

0 ≤ S(i, t) ≤ B(i, t)

N∑
i=1

S(i, t) = Sreq(t) (2.3)

where Sreq is the required bit rate for the encoded video during the interval (t, t+ δ) ,

and B(i, t) is the TCP-friendly estimated bandwidth for sender i during the interval

(t, t + δ) .

This optimization problem can be solved using the following algorithm. At time t,

we sort the senders according to their estimated loss rates from lowest to highest. We

start with the lowest loss rate sender and assign its sending rate to be its TCP-friendly

estimated bandwidth as described in Equation (2.1). We then continue to assign to

each sender its available bandwidth, beginning with the ones with lower loss rates and

moving to the ones with higher loss rates, until the sum of their available bandwidths
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exceeds the bit rate of the encoded video. As an example, Figure 2.4 shows the rate

allocation for four senders with the loss rates increasing from left to right. The height

of each cylinder shows the available TCP-friendly bandwidth for that sender. As

seen, since sender four has the highest loss rate and since sum of available bandwidth

from sender one, two, and three is sufficiently large, sender four can afford to operate

at ”below capacity.” Intuitively, the algorithm assigns more packets to senders with

Figure 2.4: Sending rate allocation for four senders.

lower loss rates and fewer packets to the senders with higher loss rates. At the same

time, each sender also satisfies the bandwidth constraints in Equation (2.3) in order

to share bandwidth fairly with other TCP traffic. The algorithm minimizes F (t), the

number of lost packets during the interval (t, t + δ), given instantaneous feedback,

and assuming that the estimated loss rate and TCP-friendly available bandwidth are

accurate. The proof for this is included in the Appendix A.1.

In practice, the network delay introduces errors into the estimated loss rate and
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bandwidth, making the algorithm approximately optimal. This algorithm also as-

sumes that changing the sending rate of one sender does not affect the loss rates of

other senders. This is a reasonable assumption if senders are located strategically

across the network. On the other hand, if the assumption is not true, then sender’s

estimated loss rates may fluctuate after each rate assignment, leading to oscillating

sending rates. Also, the estimated bandwidth B(i, t) using Equation (2.1) can vary

rapidly, even though the average bandwidth of other traffic remains constant. This

is due to bandwidth overshooting and undershooting of TCP connections, which re-

sult in large fluctuations of the estimated bandwidth of TFRC connections. If B(i, t)

changes rapidly, S(i, t) needs to be recomputed more frequently, and more control

packets have to be sent from the receiver to all the senders, resulting in inefficien-

cies. Therefore, we use a hysteresis window to constrain the minimum interval during

which, the sending rates must remain constant. The idea of the hysteresis window is

as follows. We periodically sample the estimated bandwidth at a fixed interval φ. If

B(i, t) is greater than S(i, t) + w, where w is a small percentage of S(i, t), then we

add one to the variable count. At each sampling time, if the estimated bandwidth is

smaller than S(i, t) − w, then we subtract one from the variable count. Otherwise,

the variable count remains the same. The parameter count can be interpreted as

the number of times that the sampled bandwidth is outside the window. If at some

point the variable count is greater than γ, a fixed threshold, or smaller than -γ, then

the rate allocation algorithm is run to update the sending rates. The parameters
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w, count, φ, γ, and count determine the minimum interval during which S(i, t) must

remain constant, and the responsiveness of S(i, t) to network conditions. If a protocol

responds too slowly to decreasing network available bandwidth, it occupies more than

its fair share of the bandwidth, and vice versa. The simulations in Section 2.5 show

that on average, our algorithm based on hysteresis window shares bandwidth fairly

with other TCP traffic. In Appendix A.2, we also discuss the responsiveness of our

protocol for different values of count threshold γ.

2.4 Packet Partition Algorithm (PPA)

2.4.1 Basic Description of PPA

In previous section, we describe the optimal rate allocation scheme for specifying

rates for each sender. In this section, we address the issue of packet selection for

each sender. As described in Section 2.2.1, after receiving the control packet from

the receiver, each sender immediately decides the next packet in the video stream to

be sent, using the Packet Partition Algorithm (PPA). All the senders simultaneously

run this algorithm in a distributed fashion in order to ensure that, all packets are

sent by one and only one sender, and also to minimize the startup delay.

To show the advantages of our proposed PPA over other PPAs, we first briefly

describe a PPA in P2P file sharing systems such as Kazaa. Kazaa file sharing system

allows a single member to download a media file simultaneously from multiple par-
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ticipating members. To decide which packets to be sent by which sender, each sender

is assigned to send a contiguous block of data of length proportional to its sending

rate. For example, suppose there are two senders, the allowable sending rate for the

first and second senders are 100 and 80 packets per second, respectively, and total

playback rate is 180 packets per second. In this case, the first sender is assigned to

send the first 100 packets and the second sender send the next 80 packets. Once, a

sender finishes sending all its assigned packets, the receiver sends a control packet to

instruct the sender to send the next block of data starting at position x and ending

at position y of a media file. Typically, control packets in these systems are not sent

often and the length of the block of data is long, e.g on the order of minutes for Kazaa

to send a data block. Because of this, the receiver has to wait until the entire block of

data is received before attempting to playback since its playback rate is larger than

the sending rate of the first sender. Clearly, this strategy avoids duplicating packets

between senders, however, it incurs unnecessary startup delay.

The main objective of our PPA is to ensure that the received packets arrive in

an interleaved fashion from multiple senders, so as to reduce the startup delay. The

algorithm can be described as follows. Each sender receives a control packet from

the receiver through a reliable protocol at the beginning of a session or whenever the

receiver determines there should be a change in any of the sending rates. The control

packet contains two-byte fields S(1)-S(5) to specify the sending rate in packets per

second for each sender, and one-byte fields D(1)-D(5) for the estimated delay from



30

each sender to the receiver in multiples of 2 milliseconds. For most experiments,

we use only two senders, however, we provide rooms for five senders as a possible

extension. Also, the quantized value of 2 milliseconds is chosen to specify up to 512

milliseconds using only one byte, and at the same time being accurate enough for

most practical purposes. The control packet also contains Sync number which is

used as the starting sequence number that all senders use in the PPA to determine

the next packet to send, immediately upon receiving the control packet. Note that

here, we only list the essential information in the control packet to describe our packet

partition algorithm in a broad sense. Clearly, information such as packet size, the

amount of FEC, should also be included for system flexibility. We do not envision

that control packets will incur too much overhead since they are rarely sent. The

entire copy of the video is assumed to reside at all the senders. To describe the PPA

in details, we use the notation in Table 2.1.

If the reference time, Tk′ = 0, is conceptually chosen to be the departure time of the

control packet from the receiver, the estimated arrival time of the kth packet sent by

sender j is nj,k,k
′σ(j) + 2D(j). This is because it takes D(j) for the control packet to

arrive at the sender j, nj,k,k′σ(j) for the kth packet to be sent by sender j, and D(j)

for it to arrive at the receiver. Since Pk′ (k) is the playback time of the kth packet

with respect to Tk′ , the expression Ak′ (j, k) = Pk′ (k) − [nj,k,k′σ(j) + 2D(j)] can be

interpreted as the estimated time difference between arrival and playback time of the
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k
′

Sequence number Sync in the control packet which all senders use to
initialize the PPA

Tk′ Time at which control packet with sequence number sync k
′
is sent by

the receiver
N Number of senders
Pk′ (k) Playback time for kth packet with respect to Tk′
S(j) Sending rate for sender j
σ(j) Sending interval between packets for sender j

nj,k,k′ Number of packets already sent by sender j since packet k
′
, and up to

packet k
D(j) Estimated delay from the sender j to the receiver

Table 2.1: Notations for packet partition algorithm.

kth packet, if sender j is its originator.

The basic idea in our packet partition algorithm is that among all senders j =

1, ...N , the one that maximizes Ak′ (j, k) is assigned to send the kth packet. Specifi-

cally, each sender computes Ak′ (j, k) for each packet k, for itself, and all other senders,

and only sends the kth packet if it discovers that Ak
′ (j, k) is at a maximum for itself.

If Ak′ (i, k) is not at a maximum for sender i, it will increase k by one, and repeats

the procedure until it finds the packet for which Ak′ (j, k) is at a maximum among all

other senders. Note that if Ak′ (j, k) is positive, the kth packet is on time, otherwise,

the kth packet is late. In a way, by choosing sender j to send the kth packet with

maximum Ak′ (j, k) also results in lower probability of kth packet being late.

Each sender effectively keeps track of all the values of Ak′ (j, k) for all N senders

and updates every time a packet is sent. The values evolve in the same way at all

senders even though they are computed at different locations. The reasons for this are
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that all the senders (a) receive the same control packet from the receiver, (b) only use

the information in the control packet to update and (c) use the same equation to do

so. Therefore there is no need for information exchange among the senders in order

to determine who needs to send the next packet. There is also no need to synchronize

all the senders’clocks to a global time. To illustrate the algorithm, we show a simple

example in which, there are two senders, each sending packets at same rate. As shown

in Figure 2.5, the Sync sequence number is 10. The top line with vertical bars denotes

the playback time for the packets. The middle and the bottom lines indicate the time

to send packets for senders 1 and 2, respectively. In this scenario, packet 10 will be

sent by sender 1 since the estimated difference between playback and its receive time

for packet 10 is greater than that of sender 2. Next, packet 11 will be sent by sender

2 for the same reason. In our implementation of a reliable protocol for the control

packets, a batch of 5 identical control packets are sent with 5 milliseconds spacing

between them whenever the receiver determines there should be a change in sending

rates. If none of the control packets is acknowledged within two round-trip time from

a particular sender, a new batch of control packets are sent to all the senders until

the control packets are acknowledged by all senders. The interval of 5 milliseconds

between the control packets is chosen in order to reduce potential loss of all 5 control

packets due to burst loss, while ensuring that the control packets do not arrive at one

particular sender too late. This value does not affect the overall performance of the

system since control packets are rarely sent, e.g., on the order of several seconds to
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Figure 2.5: Illustration of packet partition algorithm.

minutes, and the overall loss probability of all control packets is very small.

2.4.2 Practical Considerations with Packet Partition Algo-

rithm

A practical consideration is the choice of the synchronization sequence number,

k′, in the control packet to signal the new sending rates or change in delay. At any

point in time, the receiver knows the sequence number for the last packet sent by

each sender. Thus, a reasonable strategy is to choose k′ more or less to be around

the sequence numbers that the senders are actually sending when they receive the

control packets.
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As an example, consider scenario in Figure 2.6. The already sent packets by either

sender are denoted by crosses, while the packets to be sent by circles. Suppose the

receiver sends out control packets which arrive at sender one before sender two. Thus,

by the time the control packet arrives, sender one’s most recently sent packet is 6,

and that of sender two is 11. If k′ is chosen to be 11, then sender one will either have

to skip packets 8 and 10, or send them temporarily faster before adapting to the new

rate. On the other hand, if k′ is chosen to be 8, then senders one and two, will run the

PPA beginning from packet 8 in order to determine who sends what and the process

proceeds smoothly. If k′ is significantly smaller than the packet sequence number a

particular sender is processing at the time it receives the control packet, it is possible

that some packets are sent twice during this short interval, i.e. are duplicated at the

receiver.

Based on the above discussion, one strategy is for the receiver to set k
′
= minj k′′(j),

where k′′(j) is the estimated sequence number for the latest packet sender j has just

sent, before receiving the control packet. Since the receiver knows about the last

packet received from each sender, and the round trip time between itself and each

sender, it can arrive at a fairly accurate estimate for k′′(j). In particular, a rea-

sonable estimate for k′′(j) is k∗(j) + 2D(j)S , where k∗(j) is the sequence number

for the last packet receiver has received from sender j, and S is the total sending

rate in packets per second. This estimate of k′′(j) is reasonable since 2D(j)S is the

approximate number of packets sent by all senders during round trip time of sender
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j, i.e. during 2D(j) interval. Another strategy is to choose k
′

= maxj k′′(j), and

other “behind” senders have to send all the packets with sequence numbers between

their current sending sequence numbers and the “sync” number temporarily faster

before adapting to the new rates. The “min” strategy of setting k
′

= minj k′′(j)

results in higher number of duplicate packets as compared to the strategy of setting

k
′

= maxj k′′(j). The “max” strategy increases the total sending rate temporarily.

This strategy also compensates for the throughput reduction during the transition to

be described shortly. It is also possible that always choosing k
′

= maxj k′′(j) may

also increase the buffer size at the receiver in the long run, in that case, the receiver

can choose k
′
= minjk

′′(j) to reduce the buffer.

We now discuss the throughput reduction problem when using the strategy minj k′′(j).

When there is the time interval between the changing rate of the senders, the received

aggregate bit rate temporarily deviates from the encoded bit rate, S, during this in-

terval. The analysis of throughput reduction is provided in Appendix A.3. As an

example, consider Figure 2.6, where two senders are assumed to send packets at same

rate S/2, with sender one having a shorter round trip time (RTT) than sender two.

The time difference t1− t0 corresponds to half the RTT difference between sender one

and two. As a result, the received bit rate during the first RTT1−RTT2 is only S/2.

Hence the receiver cannot start playing back the video at rate S after RTT1−RTT2.

To remedy the situation, the receiver can use buffer to absorb this difference before

playing back the video at rate S.
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However, if control packets are sent often and the “min” strategy is used, this can

result in eventual depletion of the receiving buffer due to duplication of packets. One

way to fix this problem is for the receiver to set k
′
= maxj k′′(j) as to temporarily

increase or decrease the total sending rate depending the fullness of its buffer. Each

sender then sends all the packets with sequence number between its current sending

packet and the “sync” number within a prespecified time.

Since control packets sent to all senders are identical, each sender is aware the

RTT of all the other ones and hence the sender with the shorter RTT can temporarily

increase their bit rates for a short amount of time so as to compensate for the lower

aggregate throughput within a prespecified amount of time after the rate change. Yet

another alternative to deal with this problem is for the receiver to slow down playback

S[41].

We have implemented both the “min” and “max” strategies in our testbed. The

difference in packet loss and delay between the two strategies for the typical Internet

streaming scenarios are negligible. In terms of the length of the required startup buffer

at the receiver, the “min” strategy without temporarily increasing or decreasing the

sending rates, requires slightly larger buffer than the “max” strategy or the “min”

strategy with adjusting k′ to absorb the throughput reduction. If the amount of

memory at the receiver is limited, such as the set top box, the “max” strategy or the

“min” strategy with adjusting k′ is preferred. However, if the delay and the amount

of memory at the receiver is not crucial, the “min” strategy without temporarily
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increasing or decreasing the sending rates is preferred due to its simplicity, i.e., senders

do not have to adjust their sending rates to compensate for the throughput reduction.

Figure 2.6: Illustration of choosing synchronization sequence number.

2.5 Simulations and Experimental Results

We now demonstrate the effectiveness of our approach by showing that simplistic

distributed video streaming without using our protocol results in lower video quality

than would be achieved otherwise.
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2.5.1 NS Simulations

The first scenario involves a single receiver simultaneously receiving video from

two senders using our protocol. Via the same network configuration, in the second

scenario, receiver also receives video from two senders but without using our protocol

to adapt to the channel conditions. The network configuration is shown in Figure

2.7. The delays from senders one and two to the receiver are 40 and 50 milliseconds,

respectively, the link capacities from senders one and two to the router R are 60Mbps

and 30Mbps, respectively, and the local link from router R to the receiver is 240Mbps.

Senders one and two simultaneously stream a video to the receiver. The video is a

MPEG-1 video sequence taken from MPEG-7 test suite which is then decoded and

recoded using H.263 encoder with error-resilient option at 880kbps. At the receiver,

we use a simple error-resilient technique to combat packet losses. Basically, the error-

resilient technique replaces the lost group of block (GOB) of the current frame with

GOB of the previous frame, and copies the motion vectors of the lost GOB from the

GOB above it. The parameters for our experiment are shown in Table 2.2.

To provide a compromise between responsiveness to network conditions and os-

cillations of sending rates, we find that the parameters shown in Table 2.2 provide a

reasonable trade-off for many experiments using the same network topology but with

different link rates and number of TCP sources. Using these parameters, it takes

about 20 to 30 seconds for our protocol to respond to network conditions.

At time t = 0 seconds, 100 TCP sources that share the same route with sender
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R
240Mbps
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Sender1

TCP1

TCP100
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TCP1

TCP200

Receiver

TCPsink

Figure 2.7: Simulation configuration.

w(width of the hysteresis window) 0.1S(i)
φ(sampling interval for the hysteresis window) 100 milliseconds
γ(count threshold) 40
PWIN(time window for estimating loss) 128RTT
P (packet size) 500 bytes

Table 2.2: NS Simulation parameters .

one, and 200 TCP sources that share the same route with sender two, start transmit-

ting data. At t = 2 seconds, the receiver starts sending control packets to coordinate

the video transmission from senders one and two. Initially, the receiver does not know

the fair bandwidth for each sender, so 880kbps is divided equally between the two

senders. Figure 2.8 shows the estimated loss rate for each sender. At t = 25 seconds,

both senders begin to send data at the rates according to the Equation (2.1) based on
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their loss rates and round-trip times as shown in Figure 2.9. Between t = 25 and 200

seconds, the average bandwidth of sender one is 76.7 KBytes/s, which is close to the

fair bandwidth of 77.8 KBytes/s per connection obtained by dividing 60Mbps among

101 connections. At t = 200 seconds, 25 of 100 TCP sources that share the same

route with sender one stop sending data; our protocol responds by increasing sender

one’s rate by approximately a quarter of its current rate, and reducing the sender

two’s rate such that the total bandwidth is 880kbps. At t = 400 seconds, 10 new

TCP sources that share the same route with the sender one start and stop at random

times, varying the available bandwidth for sender one. As shown in Figure 2.9, our

algorithm adjusts the sending rates for both senders appropriately. Figure 2.10 shows

the total throughput and the throughput of each sender. As seen, the variations in

Figure 2.10 reflect closely those in Figure 2.9. In scenario one, both senders use our

adaptive protocol to adjust their sending rates accordingly so as to be TCP friendly,

and at the same time, to reduce the overall loss rate. In scenario two, the sender two

is not TCP-friendly since it sends more than the average bandwidth of other TCP

sources while sender one under-utilizes its available bandwidth. Figure 2.11 shows the

throughput for each sender in scenario two, and Figure 2.12 shows the loss rate ratio

of scenario two over that of scenario one. As seen, the loss rate of scenario two can

be 2.5 times larger than that of scenario two. Next, we compare the mean squared

error (MSE) of pixel values between the sent frame and the received frame. Since

there are quite a large number of frames, we further average the MSE for every video
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frame over a period of 5 seconds. Higher MSE represents lower fidelity of the video

due to lost packets. As shown in Figure 2.13, most of the time the MSE for scenario

one is lower than that of scenario two. The average MSE for the entire simulation for

scenarios one and two are 13.70dB and 16.16dB, respectively. The difference in MSE

between the two scenarios is most significant from t = 200 to t = 400 seconds. During

this period, there are fewer active TCP sources, and therefore, sender one has more

available bandwidth, triggering our protocol to allocate more packets to sender one.

Since sender one has lower loss rate, the overall loss rate decreases, resulting in smaller

MSE. Beyond MSE arguments, it is worthwhile to mention that while our protocol

allows the distributed senders to compete for bandwidth fairly with existing TCP

connections, in scenario two, TCP connections sharing bandwidth with distributed

senders suffer unfairly.
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Figure 2.8: Loss rate of two senders in adaptive scenario one.

0 100 200 300 400 500 600
10

20

30

40

50

60

70

80

90

100

Time (seconds)

Se
nd

ing
 ra

te 
(K

by
tes

/s)

Sender one
Sender two

Figure 2.9: Send rate of two senders in adaptive scenario one.
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Figure 2.10: Throughputs of two senders in adaptive scenario one.
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Figure 2.11: Throughputs of two senders in non-adaptive scenario two.
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2.5.2 Internet Experiments

We have also implemented our protocol for actual experiments over the Internet.

In our Internet experiment, packets of 500 bytes are sent simultaneously at an aggre-

gate rate of 880kbps or 220 packets per seconds from Sweden and Belgium to U.C.

Berkeley. Since the loss rates on these routes are extremely small, packets are arti-

ficially dropped at the senders to simulate the congestion effect. Figure 2.14 shows

the initial simulated loss rates of 6% and 3% for senders at Belgium and Sweden,

respectively. Initially, the receiver does not know loss rates of two senders, so the

total sending rate is divided equally between two senders at 440kbps each. After 10

seconds of monitoring network characteristics, the receiver sends the control packets

to both senders to adjust the sending rate appropriately. Upon receiving the control

packets, senders at Sweden and Belgium start sending packets at roughly 580kbps and

300kbps, respectively, to result in throughputs shown in Figure 2.15. As expected,

Sweden sender has lower loss rate, hence, is assigned to send packets at higher rate.

However, Sweden sender cannot send packets at higher than 580kbps due to the

TCP-friendly bandwidth constraint. Therefore, Belgium sender sends the remaining

300kbps to accommodate the 880kbps video. From t = 100 to 200 seconds, the loss

rate of Belgium sender drops from 6% to 0.3%. Approximately 20 seconds later, our

rate allocation algorithm reassigns all 880kbps to Belgium sender since it has lower

loss rate, and its fair estimated bandwidth is more than 880kbps. From t = 200 to 300

seconds, the overall loss rate is 0.3% rather than .3%(300/880) + 3%(580/880) = 2%
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which would have been the loss rate had the sending rates not been adapted to chan-

nel conditions properly. At t = 200 seconds, Belgium sender’s loss rate increases back

to 6%, triggering our rate allocation algorithm to reassign the sending rates for the

two senders properly as seen in Figure 2.15.

Next, we show the results of our packet partition algorithm for the same path

diversity streaming experiment. As discussed previously, the goal of the packet par-

tition algorithm is for senders to send packets in an interleaved fashion such that (a)

packets are not duplicated and (b) arrive at the receiver more or less in playback or-

der. During this experiment, there are a total of five control packets sent. We use the

approach of setting the synchronization number k′ in the control packet to min
k′′(j)
j

as discussed previously in Section 2.4.2. Using this approach, only 0 to 3 duplicates

packets are observed every time control packets are sent. Figure 2.16 shows the his-

togram of the sequence number difference of the consecutive received packets. As

seen, most packets have sequence numbers within 5 of each other. This indicates the

effectiveness of the proposed PPA to send closely interleaved packets. Figure 2.17 also

shows the histogram of the time interval between packets with consecutive sequence

numbers. Ideally, the histogram should be a single column at 1/220 = 4.5 milliseconds

which represents the sending interval between consecutive packets. However, network

jitter, packet loss, and delay difference of the two paths result in a spread-out his-

togram. However, majority of packets with consecutive sequence numbers are still

received within 10 milliseconds of each other. Again, this indicates the effectiveness
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of the proposed PPA to send closely interleaved packets as to reduce the startup delay.
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Figure 2.14: Loss rate versus time of simultaneous streaming from Sweden and Indi-
ana to Berkeley.
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2.6 Conclusions

In this chapter, we have proposed a path diversity framework for simultaneously

streaming video from multiple senders to a single receiver in order to achieve higher

throughput, and to increase tolerance to loss and delay due to congestion. We exploit

a TCP-friendly protocol and propose rate allocation and packet partition algorithms

to minimize the packet loss, and startup delay. We have shown that path diversity

video streaming using our protocol results in lower distortion than path diversity

video streaming in a simplistic, non-adaptive fashion.
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Chapter 3

Rate Allocation with Forward

Error Correction

3.1 Introduction

Our proposed path diversity media streaming protocol introduced in Chapter 2,

consists of a rate allocation algorithm that minimizes the packet loss in random loss

environments, without using Forward Error Correction (FEC). On the other hand, on

many parts of the Internet, packet loss is rather bursty, and for many delay sensitive

media streaming applications, FEC are often employed to combat packet loss and

retransmission delay. Based on these, in this chapter, we propose a new rate allocation

algorithm to be used with FEC in bursty loss environments in order to minimize the

irrecoverable loss probability.



51

In general, FEC has been shown to be an effective tool in combating packet loss

in low delay multimedia communications[17]. It can be argued however, that for

streaming applications, retransmissions together with large buffer sizes would obviate

the need for FEC. In practice though, retransmissions result in large start up delay,

and limit interactive VCR-like functionalities such as fast forward and rewind. Based

on delay considerations, in this chapter, we propose a new rate allocation for our path

diversity media streaming protocol to be used with FEC.

A well known drawback of FEC though is that it results in bandwidth expansion,

and hence reduces the amount of available bandwidth for the actual media bit stream.

Since the level and burstiness of packet loss in the Internet fluctuates significantly,

incorporating the optimal amount of FEC in any single route streaming application is

a difficult task; too little redundancy cannot effectively protect the media bit stream,

and too much redundancy consumes too much bandwidth unnecessarily. Thus FEC

level has to be closely matched to channel characteristics for it to be effective in

single route streaming applications. In this chapter, we show that FEC combined

with path diversification via multiple senders, can combat bursty loss behavior in the

Internet more effectively than in single sender case. Specifically the above sensitivity

mismatch between FEC level and network characteristics for single route streaming

applications is significantly reduced in path diversity media streaming applications

due to the additional redundancy introduced by multiple routes.

This chapter is organized as follows. In Section 3.2, we list specific assumptions
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for our rate allocation algorithm. In Section 3.3, we provide a brief overview of FEC,

particularly, Reed-Solomon code. We then discuss the Internet packet loss model in

Section 3.4. In Section 3.5, we propose a rate allocation algorithm that minimizes the

irrecoverable loss probability given the network characteristics and a fixed amount of

FEC. Next, we present the simulations and actual Internet experimental results using

the proposed rate allocation algorithm in Section 3.6. Finally, we conclude in Section

3.7.

3.2 Assumptions

We now list specific assumptions for our rate allocation algorithm.

1. The total needed video rate, S, is available from the aggregate bandwidth of all

the senders. We make this assumption for sake of simplicity, if a scalable video

stream is used to adjust the source bit rate, this assumption can be relaxed.

2. The amount of FEC is fixed. We make this assumption to simplify the analysis

of optimal sending rate.

3. Video is pre-coded at a fixed rate and residing at all servers.

4. Packet loss rate is independent of the sending rate. This is a direct consequence

of our network model, i.e. two-state continuous Markov chain to be described

shortly. This assumption holds if the video bit rate is only a small part of the
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total traffic, i.e. there is a large degree of statistical multiplexing. Since speed

of routers on the Internet are on the order of hundreds of megabits to tens of

gigabits per second, and typical streamed video is less than 1Mbs, we believe

this assumption is justified.

5. Packet loss between two routes are independent. We make this assumption to

simplify the analysis of rate allocation. In general, the distributed streaming

framework still provides benefits over traditional uni-sender scheme if packet

loss correlation between routes is small.

6. Packet size is fixed, hence FEC can be applied.

3.3 Erasure Codes

Erasure codes are a form of FEC [42] used for communication between senders and

receivers through a lossy medium. When decoding the encoded data using erasure

codes, the receiver is assumed to know the exact location of the lost packets, while this

information is not needed in a general FEC technique. Erasure codes are typically

used for sending packets through the Internet since the receiver can detect the location

of the lost packets by noting the skipped packet sequence number. In a typical

erasure code, sender encodes redundant packets before sending both the original and

redundant packets to the receiver. Receiver can reconstruct the original packets upon

receiving a fraction of the total packets. Standard erasure codes such as the (N, K)
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Reed-Solomon erasure codes, take K original packets and produces (N−K) redundant

packets, resulting in a total of N packets. If K or more packets are received, then all

the original packets can be completely reconstructed. Hence, larger N
K

ratio leads to

higher level of protection for data. Throughout this chapter, we use Reed-Solomon

codes in our analysis, simulations, and experiments.

3.4 Network Model

An accurate model for packet loss over the Internet is quite complex. Instead,

we model our network as a simple two-state continuous-time Markov chain shown in

Figure 3.1, which has been shown to approximate the behavior of packet loss over the

Internet fairly accurately [17][18][43]. A two-state continuous Markov chain with state

at time t denoted by Xt where Xt ∈ {g, b}, is characterized by µg and µb. µg and µb

can be thought of as rates at which the chain changes from ‘good” to “bad” state and

vice versa. When the chain is in good state, the probability of having lost packets is

much smaller than that of when the chain is in bad state. A further simplified model

assumes that a packet transmitted at time t is successfully received if Xt = g , and is

lost otherwise. The stationary probabilities of lost packet and received packet are πb

and πg where πb = µb

µg+µb
and πg = µg

µg+µb
.

We now provide intuition for using a two-state continuous-time Markov model
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Figure 3.1: Two-state Markov model.

to approximate the packet loss behavior of the Internet traffic. It is known that lost

packets in the Internet often happen in bursts. This loss of successive packets is due to

the way packets are dropped at the network routers during congestion. Most routers

employ First-In-First-Out (FIFO) policy in which, the successive arrived packets are

dropped if the network buffer becomes full. Hence, a Markov chain which models a

bursty loss environment, approximates the Internet traffic reasonably well. Also the

average congestion period during which, the amount of aggregate traffic exceeds the

link’s capacity, can be thought of as 1/µb, i.e. the average time that the Markov chain

is in the bad state. Clearly, sending more packets during congestion results in larger

number of lost packets.

To support the validity of the Markov model, we have performed a number of

streaming experiments over the Internet, the results of which are shown in Figure

3.2. The experiments show results of sending packets from Hong Kong University

to U.C. Berkeley at the rates of 200, 400, and 800kbps, respectively. The vertical

axis shows the number of lost packets out of every 70 packets, and the horizontal
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axis shows the packet sequence number. As expected, larger sending rates result

in longer loss bursts when the route is in congestion. The largest numbers of lost

packets out of 70 packets for 200, 400, and 800kbps are 6, 23, and 31 packets, and the

average loss rates are 0.13%, 0.18%, and 0.21%, respectively. Figure 3.2(a) indicates

that if RS(70, 64) codes are used to protect the data, then all packets sent at the

rate of 200kbps will be completely recovered, while there will be 5 and 14 instances of

irrecoverable loss for sending packets at the rates of 400kbps and 800kbps, respectively.

Irrecoverable loss occurs when the number of lost packets out of N encoded packets

exceeds N −K or 6 in these experiments. These experiments also indicate that even

though the average loss rate is small, a substantial amount of redundancy in erasure

codes is needed to recover the data completely. For instance, based on Figure 3.2(c),

a strong RS(70, 39) code is needed to completely recover all the data. In general,

FEC codes do not combat bursty loss efficiently. Given the same ratio N/K and the

bursty loss characteristics, the efficiency of RS(N, K) code increases as N and K

increase. However, the encoding and decoding computational complexities and delay

also increase. To alleviate this drawback, interleaving techniques [44] are often used,

even though they result in increased delay.

The above experiments provide an insight on how to combat bursty loss efficiently

without introducing increased delay and complexity. Instead of streaming a video at

800kbps from the sender at Hong Kong University to a client at U.C. Berkeley, we

can use 4 senders, each streaming the video simultaneously at 200kbps to the client
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Figure 3.2: Hong Kong to U.C. Berkeley, (a) rate = 200kbps; (b) rate = 400kbps; (c)
rate = 800kbps

at U.C. Berkeley. The senders are assumed to be located in such a way that the

packet loss along the routes between each sender and the client are uncorrelated.

Assume that the routes between all the senders and the client have the same loss

behavior as the route between Hong Kong University and U.C. Berkeley; then we

expect that the number of instances of irrecoverable loss to be fewer than streaming

a video at 800kbps from only one sender. The effect of sending packets at a lower

rate on multiple independent routes transforms the bursty loss behavior into a more

uniform loss behavior, thus increasing the efficiency of FEC techniques. Naturally,
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given a number of routes each with a different loss behavior, the video bit rate, and

the total amount of FEC protection, there should be an optimal partition of sending

rates for each route. We address this rate allocation problem in the next section.

3.5 Optimal Rate Allocation

To simplify analysis, we replace the two-state continuous-time Markov chain with

an equivalent two-state discrete one. To see the equivalence, note that since we are

only interested at the instances when a packet is sent, equations for computing the

transition probabilities for the discrete one can be derived as:

pgg
∆
= P (Xn+1 = g|Xn = g) = πg + πbe

−(µg+µb)τ (3.1)

pgb
∆
= P (Xn+1 = g|Xn = b) = 1− pbb(τ) (3.2)

pbb
∆
= P (Xn+1 = b|Xn = b) = πb + πge

−(µg+µb)τ (3.3)

pbg
∆
= P (Xn+1 = b|Xn = g) = 1− pgg(τ) (3.4)

where τ is the sending interval. With the discrete model, the discrete time step

corresponds to the event of sending a packet. The process of the discrete Markov

chain undergoing n discrete time steps is equivalent to the process of sending n packets

through the network. To further simplify analysis, we only consider the case of two

senders, both assumed to be sending packets to the receiver along two routes with

independent packet loss. The extension of analysis to the case with more than two

senders is straightforward. Our goal is to find the sending rates for the two senders in
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N Total number of packets in a FEC block
K Number of data packets in a FEC block
Bm Estimated available bandwidth for sender m in packets per second
(µm

g , µm
b ) Network parameters for route between sender m and the receiver

λ = N
Sreq

Interval between successive transmitted FEC blocks in seconds

Nm Number of packets transmitted by sender m during λ seconds

Table 3.1: Notations for rate allocation algorithm.

order to (a) minimize the probability of irrecoverable loss for a given protection level

of FEC, and (b) to ensure that each sender sends packets only at available bandwidth.

To formally state our rate allocation problem, we use the notation in Table 3.1. The

rate allocation problem can now be stated as follows:

Given Sreq, N , K, Bm, (µm
g , µm

b ), we want to find Nm for m ∈ {A, B} so as to

minimize the probability of irrecoverable loss given by

C(K, N0, N1) =

NA+NB∑
j=N−K+1

j∑
i=0

P (A, i, NA)P (B, j − i, NB) (3.5)

subject to

NA + NB = N, NA

λ
≤ BA,

NB

λ
≤ BB (3.6)

where P (m, i, Nm) denotes the probability that i packets are lost out of the Nm packets

sent by sender m, and C(K, NA, NB) denotes the probability that more than N −K

packets are lost out of a total NA +NB packets sent by both senders. Since we assume

independent packet loss along the two routes, the probability of j lost packets out of

NA + NB packets sent by both senders can be written as
∑j

i=0 P (A, i, NA)P (B, j −
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i, NB). Therefore, the probability of more than N −K lost packets out of NA + NB

packets sent by both senders, or equivalently the irrecoverable loss probability, is

∑NA+NB

j=N−K+1

∑j
i=0 P (A, i, NA)P (B, j − i, NB). As indicated in inequality constraints

(3.6), Nm

λ
is the sending rate of sender m, which is required to be less than or equal

to the available bandwidth. Since the sum of the sending rates equals to the required

sending rate for the video, we have NA + NB = N . We also assume that sum of

the available bandwidth of all senders is always greater than or equal to the video

bit rate. When the bandwidth constraints in (3.6) are not satisfied due insufficient

network bandwidth, a scalable video bit stream can be used to stream the video at

a lower bit rate. The procedure to compute the P (m, i, Nm) is shown in Appendix

B.1. Using P (m, i, Nm), we search over all possible values of NA and NB such that

the constraints (3.6) are satisfied, and C(K, NA, NB), the probability of irrecoverable

packet loss is minimized 1. This search is fast since for the case of two senders, only

N comparisons are required. For M senders, the straightforward exhaustive search

has complexity O(NM−1). This is indeed problematic if N and M are large. Another

approach is to precompute optimal sending rates for typical channel conditions in a

table, and adapt to these sending rates when the actual channel conditions are similar

to the ones stored in the table. Also, we believe that from an implementation point of

view, having more than 10 connections, might make the coordination of the senders

more difficult.

1Another approach is perhaps to consider the joint channel as a product of two Markov chains
and avoid exhaustive search.
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Note that in our rate allocation formulation, the amount of FEC is assumed to be

known in advance. The constraints on this amount of FEC are the available band-

width, complexity, and delay associated with decoding and encoding a FEC block.

For applications that can tolerate high delay, more FEC can be used, provided that

(a) the available bandwidth is greater than aggregate bandwidth of the application

and FEC overhead, and (b) sufficient computing power for encoding and decoding

exists at the sender and receiver.

3.5.1 Numerical Characterization

In this section, we present numerical results for various FEC protection levels and

network characteristics using the optimal rate allocation between two senders versus

that of using one sender.

In the two sender scheme, we send packets on two “loss independent” routes A and

B while in “one sender” scheme, packets are sent only on route A. Since end-to-end

packet loss characteristics on the Internet vary widely depending on the locations of

sender and receiver, we show the results for two common scenarios X and Y with the

parameters shown in Table 3.2. We choose these parameters to match with those

reported in [43][45]. Note that in both scenarios X and Y , route A has lower packet

loss rate than route B. The aggregate sending rate of both “two senders” and “one

sender” scheme is 800kbps, and the packet size is set to 500 bytes. We assume that

available bandwidth for each route is greater than 800kbps in order to make a fair
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Scenario Average
good time
in seconds

Average
bad time
in seconds

Packet loss
probability
in the good
state

Packet loss
probability
in the bad
state

Average
packet loss
rate p

A B A B A B A B A B
X 0.01 0.01 0.01 0.01-0.05 0 0 1 1 1% 1%- 5%
Y 5 5 0.5 0.5-2 0 0 0.2 0.2 1% 2%- 6%

Table 3.2: Parameters chosen for numerical characterization in two scenarios X and
Y.

comparison for single route versus multiple route streaming.

Figures 3.3(a) and (b) show the probability of irrecoverable loss for scenarios X

and Y , respectively, as a function of average bad times of route B for three FEC

protection levels: RS(30, 27), RS(30, 25), and RS(30, 23). As the average bad time

of route B increases, as expected, the irrecoverable loss probability also increases for

all three levels of FEC protection. Furthermore, a small increase in FEC protection

level from RS(30, 25) to RS(30, 23) can reduce the optimal irrecoverable probability

by a large factor such as 3. Even though the packet loss probability in the bad state

is larger in scenario X, the average time in bad state is much higher in scenario

Y . As seen in Figures 3.3(a) and 3.3(b), this results in the overall irrecoverable loss

probability to be considerably larger in scenario Y than X.

Figures 3.4(a) and (b) show NA, the optimal number of packets out of 30 that

should be sent on route A as a function of the average bad time of route B for scenarios

X and Y , respectively. As the average bad time of route B increases, more packets are

sent on route A for all three levels of FEC protection. At the same average bad time
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of route B, the number of packets sent on the route A decreases with increased FEC

protection level. This indicates that when stronger FEC protection is employed, more

packets should be sent on the “bad” route. This is intuitively plausible by considering

that in the reverse scenario in which weak FEC protection is employed, more packets

should be sent on the “good” route. Specifically, in the extreme case where no FEC is

used, no losses can be recovered by FEC, and hence, it is advantageous to primarily

rely on the “good” route.

Figures 3.5(a) and (b) show the ratio of irrecoverable loss probabilities between

the cases when all packets are sent on route A and when the optimal rate allocation

is employed to send packets on both routes A and B for various FEC protection

levels. As seen, the irrecoverable loss probability improves by as much as a factor

of 15, depending on network conditions and the amount of FEC. Also as expected,

the curve corresponding to RS(30, 23) is above that of RS(30, 25) which in turn, is

above that of RS(30, 27). This indicates that the optimal rate allocation scheme is

more effective with stronger FEC protection. Also, The above results show that using

multiple senders can reduce the irrecoverable packet loss over that of single sender

in two typical loss scenarios in the Internet. We should also emphasize that our

framework for dividing the rates among senders to reduce irrecoverable packet loss is

also applicable to other “bursty” network models which do not necessarily follow the

exact “two-state” Markov model. We note that under certain network characteristics

and levels of FEC, the optimal solution may result in sending all the packets on one
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Figure 3.3: Probability of irrecoverable loss for various of FEC protection levels as
the function of average bad times of route B, using optimal partition for two senders
for (a) scenario X and (b) scenario Y .

route.

3.5.2 Sensitivity Analysis of Optimal Sending Rate

In this section, we analyze the sensitivity of optimal sending rate, i.e. how much

loss probability increases if packets are not sent at the optimal sending rates for each

route. This situation can arise due factors such as inaccurate estimates of route pa-

rameters or the limitation of the system to react to the changing network conditions

fast. Figure 3.6 shows the irrecoverable probabilities for various rate allocations be-

tween two senders when routes A and B have identical average good times at 1 second,

while the average bad time of route A and B are 10 and 20 milliseconds, respectively.

The optimal sending rate for each FEC protection level is at the minimum of each

corresponding curve. Assuming inaccurate estimation of average bad time of route

B as shown in the brackets, then resulting sending rate on the x-axis varies around
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Figure 3.4: Optimal partition for various FEC protection levels as the function of
average bad times of route B for (a) scenario X and (b) scenario Y ;NA denotes the
number of packets per 30 sent on route A.
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Figure 3.5: Ratio of irrecoverable loss probability of sending all packets using only one
sender to that of using two senders as the function of average bad times of route B
for (a) scenario X and (b) scenario Y .
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the optimal rate as shown in Figure 3.6. Note that the curves with stronger FEC

protection levels are more flat at the center than those of weaker FEC protection

levels. This indicates that when strong FEC protection is used, a slight variation in

sending rates around the optimal values will result in a smaller change in irrecoverable

probability than when weaker FEC protection is used. Hence, if delay and bandwidth

requirements are satisfied, it is preferable to use stronger FEC protection level to be

robust to slight deviations from the optimal sending rate values.

To further characterize these, Figure 3.6(b) shows the irrecoverable loss probability

ratios of sending all packets on the better route A over the optimal and over 50-50

rate split between the routes. The average good times of routes A and B are now

set to 1 second while the average bad time of route A is set to 20 milliseconds and

that of route B varies from 20 to 40 milliseconds as shown in the x-axis of Figure

3.6(b). As expected, the optimal rate split results in the highest ratio, hence largest

gain over the single route streaming. As seen, the 50-50 rate split also results in lower

irrecoverable loss probability than sending all packets on single route A, especially

when strong FEC is employed, and route B is not substantially worse than A. As

expected, the more asymmetric the two routes become, the larger the gap between the

optimal and 50-50 splits. The actual Internet experiments in Section 3.6.2 set further

light on these results. Naturally, the question arises as to why it is beneficial to also

use the “worse” route to send any packet on. By “better” and “worse” routes, we

mean one with shorter and longer average bad times, respectively. Note that sending
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Figure 3.6: (a) Irrecoverable probability as the function of different partitions of send-
ing rate between two senders; (b) irrecoverable loss probability ratios between sending
all packets on route A over 50-50 and optimal rate splits.

more packets on a route while it is in the bad state will result in larger number of lost

packets. Therefore, when the “better” route A is in the bad state and the “worse”

route B is in good state, sending all packets in route A will result in larger number of

lost packets than splitting the packets between the two routes. It is true that when

route A is in good state and route B is in bad state, splitting packets between the

two routes is likely to cause larger number of lost packets than sending all packets in

the “better” route A. However, if an appropriately small fraction of packets are sent

in route B while it is in bad state, the total number of lost packets per 30 packets

is likely to be small enough to be recovered by FEC. Generally, when at least one of

the routes is in good state, splitting packets appropriately between two routes will

provide a good chance for recovering all the lost packets using FEC. If both routes A

and B are in bad state at the same time, then FEC is not likely to be able to recover

the lost packets; the probability of this however is quite small. Therefore in most
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situations, it is advantageous to split the sending rates between the routes.

3.6 Simulation and Experiment Results

In this section, we describe NS simulations and actual Internet experiments to

show that our distributed streaming protocol using the proposed rate allocation algo-

rithm results in fewer lost packets, leading to higher visual quality for the streamed

video.

3.6.1 NS Simulations

In this section, we simulate our optimal rate allocation scheme using the network

simulator NS [46] to demonstrate the benefits of distributed video streaming. In

particular, the goal of these NS experiments is to show that larger number of senders

results in lower packet loss. The experiment setup is shown in Figure 3.7. There

are four identical 500 kbps links connecting the senders S1, S2, S3, and S4 to the

router, and a 5Mbps link connecting the router to the receiver. The delays for all the

links are 50 milliseconds. The queue size of the router is 250 Kbytes. The bursty

background traffic from all senders to the receiver are simulated using bursts of UDP

traffic which follow the exponential distribution with peak rate of 1 Mbps, burst

and idle times of 200 milliseconds and 5 seconds, respectively. Since the physical

bandwidth of the link between the router and the receiver, 5 Mbps, is larger than the
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aggregate physical bandwidth of all the links between the senders and the router, our

assumption on no congestion at the last hop to the receiver holds. For the following

experiments, we encode packets of 1000 bytes using RS(100, 90). and compare the

performance using various number of senders. Since, the traffic characteristics on all

500 kbps

5 Mbps

senders

S4

S3

S2

S1

receiver
router

Figure 3.7: Simulation setup for various number of senders

four links between the senders and the router are identical, the optimal sending rates

from each sender to the receiver should be the identical and equal to the total sending

rate divided by the number of senders used to stream the video. In these experiments,

the total sending rate is 400 kbps. Figures 3.8(a),(b), (c), and (d) plot the number of

lost packets per 100 sent packets for one, two, three, and four senders. All the points

above the horizontal line represent irrecoverable loss events. As seen, the number

of irrecoverable loss events for one, two, three, and four senders are 20, 8, 2, and 2.
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This indicates that the number of irrecoverable loss event decreases as the number

of senders increases. However, further simulations reveal that increasing number of

senders beyond a certain point is no longer beneficial in terms of minimizing number

of irrecoverable loss events, as shown in cases of three and four senders.
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Figure 3.8: NS simulation showing number of irrecoverable loss events for differnet
number of senders (a) one sender; (b) two senders; (c) three senders; (d) four senders
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3.6.2 Internet Experimental Results With Artificially Induced

Packet Loss

We have developed a system for distributed video streaming with real-time FEC

decoding and display capabilities. We now demonstrate the effectiveness of optimal

rate allocation scheme in reducing packet loss. Before describing the experiments, we

emphasize that the reduction of packet loss using distributed video streaming scheme

over the traditional single path scheme is attributed entirely to the rate allocation

between senders, which reduces the bursty loss, hence, increasing the error correction

capability of FEC. In essence, the packet partition algorithm in Chapter 2 provides

the necessary machinery and logistics, to make the overall system, including the

rate control algorithm to function properly, and hence is not directly responsible

for reducing packet loss. Also the goals of PPA and rate allocation algorithms are

different and in some sense complementary, and hence even though the two interact

with each other, they cannot be combined. Therefore, we do not anticipate any

improvements by combining the two, and examine their performance separately.

We perform the following experiments to compare traditional uni-sender streaming

with distributed streaming using multiple senders. In experiment one, we use one

sender in Belgium to stream all packets to U.C. Berkeley. In experiment two, one

sender at Belgium and the other at Sweden simultaneously stream packets to the

receiver at U.C. Berkeley. In both experiments, we use RS(60, 46) with packet size of

500 bytes, and set the total sending rate to 200 packets per second, i.e. 800 kbps. In
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both experiments, we artificially induce packet loss at the senders using the Markov

chain model mentioned earlier; however, other factors such as round trip time remains

faithful to the characteristics of the routes. The observed average round trip times

between Belgium and U.C. Berkeley is 152 milliseconds, and that between Sweden

and U.C. Berkeley is 199 milliseconds. Throughout the experiments, we assume that

800kbps bandwidth is available at all times for a single sender to stream the packets.

For both experiments, initially, the average good and bad times of both connec-

tions are set at 1 and 0.02 seconds, respectively, and the packet loss probability in

bad state is set to p = 1. These parameters result in an average packet loss rate of

2%. During the first 200 seconds in experiment one, all packets are sent using only

Belgium sender, resulting in 8 irrecoverable loss events as indicated by the number of

circles above and to the left of the horizontal and vertical lines in Figure 3.9(a). Dur-

ing the first 200 seconds in experiment two, sending rates are split equally between

Belgium and Sweden senders, resulting in no irrecoverable loss events as seen in Fig-

ure 3.9(b). This is due to the reduction in burst loss by sending packets at lower rates

on both routes, and hence, the increased error correction capability of FEC. From

t = 200s to t = 600s, we increase the average bad time of Belgium connection to 0.04

seconds, resulting in 66 irrecoverable losses for experiment one. On the other hand,

for experiment two, there are only 6 irrecoverable losses during t = 200s to t = 400s

where sending rates are still split equally. This indicates that splitting sending rates

between senders sup-optimally, can still provide some degree of robustness to sudden
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change for the worse in network characteristics.

Further reduction in packet loss can be achieved by sending packets at the optimal

rates. In particular, for experiment two, during the period from 400 to 600 seconds,

the Belgium and Sweden senders adjust their sending rates to optimal levels, i.e. 60

and 140 packets per second for Belgium and Sweden, respectively. During this period,

there is no irrecoverable loss events as shown in Figure 3.9(b). This suggests that

if accurate network parameters are available, then sending packets at the optimal

rates results in further packet loss reduction as compared to dividing packets roughly

evenly especially as the loss difference between the two routes widens. Figure 3.9(c)

shows the throughputs of two senders in experiment two. As seen, the variation in

throughputs is mainly due to packet loss. In particular, we have found the throughput

dips of Belgium connection during the period from t = 200s to t = 400s to be on

average larger than that of Sweden sender due to higher number of lost packets for

Belgium sender during this period 2. From t = 400s to t = 600s, since the sending rate

of Belgium sender reduces to 60 packets per second, these throughput dips become

smaller than before, providing FEC a better chance to recover the lost packets.

For completeness, Figure 3.9(d) shows the histogram of difference in sequence

number of consecutive received packets. As seen, most of the packets are within

5 packets of each other. This indicates the effectiveness of the rate allocation and

packet partition algorithms to send closely interleaved packets.

2This is best seen on the color printout of this plot.
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Figure 3.9: Internet simulations showing the number of lost packet per FEC block of
60 packets vs. packet sequence for (a) streaming from Belgium alone; (b) streaming
from Belgium and Sweden; (c) Throughputs of two senders; (d) Histogram of variation
in packet order.

3.6.3 Actual Internet Experiments

We also perform actual experiments over the Internet. In experiment three, a

sender at Purdue University streams a H.263 encoded video to a receiver at U.C.

Berkeley at the rate of 200 packets per second. In experiment four, the same video

is also streamed at 200 packets per second from a sender at Sweden to a receiver at

U.C. Berkeley. In experiment five, both senders at Sweden and Purdue University

simultaneously stream the video to a receiver at U.C. Berkeley with the optimal rates
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of 80 and 120 packets per second, respectively. In all three experiments, the streamed

H.263 video has constant bit rate of 720kbps and is packetized into 500 bytes packets

which are then protected using RS(100, 90) code. To compute the optimal sending

rate, we estimate the network parameters for Sweden-Berkeley and Purdue-Berkeley

routes, using a Hidden Markov Model inference algorithm [47] on the traces of packets

over many hours offline. An online algorithm has also been developed and discussed

in Appendix B.2. To capture the bursty characteristics of the network, we ignore all

the single loss events, and only use consecutive burst loss of 2 or more packets in

our estimates of network parameters. Although many single losses may change the

network characteristics, we observe that in our experiments, there are rarely multiple

single losses within a FEC block, hence these losses can be recovered by FEC most of

the times. Therefore, we only consider bursty characteristics to determine the sending

rates. In our experiments, the average congestion intervals for Sweden-Berkeley and

Purdue-Berkeley are estimated to be approximately 39 and 33 milliseconds while the

average good times are 6.1 and 6.9 minutes, respectively.

Figure 3.10 plots the number of lost packets per 100 for experiments three, four,

and five denoted with squares, circles, and crosses, respectively. The points above

horizontal line represent irrecoverable loss events. Since we are using RS(100, 90),

irrecoverable loss happens when there are more than 10 lost packets per 100 sent

packets. As seen, there are 5 instances of irrecoverable loss for experiments three and

four where only one sender is used to stream video to receiver. On the other hand, in
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experiment five where both senders at Sweden and Purdue university stream video

simultaneously to the receiver at U.C. Berkeley, all the lost packets are successfully

recovered by FEC. Note that even though the average packet loss rates for experiments

three, four, and five are 0.05%, 0.09%, and 0.08%, i.e. well below 10%, RS(100, 90)

code in experiments three and four cannot recover all the lost packets due to the

bursty loss nature of Internet. We have also found uni-path schemes result in 13 to

20 dB instantaneous drop in PSNR at the time of irrecoverable loss events as compared

to distributed video streaming scheme. For visual comparison, we show the typical

resulting images for both schemes at an irrecoverable loss events in Figures 3.11(a)

and 3.11(b).

We have also performed experiments using different pairs of sending rates for

distributed streaming from Purdue University and Sweden: (100, 100), (104, 96),

and (112, 88) packets per second. We have found the difference in irrecoverable

packet loss between the above sending rates and the optimal rates to be small. We

conclude that in situations where senders exhibit small and roughly identical loss

characteristics, splitting packets approximately equally among the senders is good

enough. To further show the robustness of the distributed streaming, we perform

many uni-sender and and multi-sender experiments for different sending rates and

two different levels of FEC protection: RS(60,46) and RS(60,50). The senders in the

experiments are at Sweden and Hong Kong, and the receiver is at U.C. Berkeley3.

3This Sweden site is not the same as the Sweden site in experiment four. Both sites planetlab-
1.it.uu.se at Sweden and s1 803.ie.cuhk.edu.hk at Hong Kong are part of PlanetLab sites.
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Figure 3.10: Actual Internet experiments showing the benefits of path diversity video
streaming over conventional approach.

Packet size is set to 500 bytes and total sending rates is set to 220 packets per seconds.

All the experiments are performed between 1 and 4 PM PST, and the duration of

each experiment is set to 15 minutes. The results of these experiments are shown in

Table 3.3. Sending rates in packets per second are shown in columns 1 and 2. The

numbers of irrecoverable loss events are shown in columns 3 and 4, and the ratios of

irrecoverable losses of multi-sender over uni-sender are shown in columns 5 through

8.

As seen in Table 3.3, distributed streaming from multiple senders clearly reduces

the number of irrecoverable losses, up to 10.2 times over uni-sender streaming. Even

though the average packet loss rate of Sweden sender, i.e. 1.3%, is lower than the

average loss rate of Hong Kong, i.e. 1.8%, we have empirically found the Sweden’s

loss patterns to be more bursty; hence, it is advantageous to send packets at lower

rate on the Sweden route. In this scenario, if one sends all the packets on the route

with lower average loss rate, namely Sweden route, the number of irrecoverable loss
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(a)

(b)

Figure 3.11: Typical images at an irrecoverable loss event for (a) conventional video
streaming and (b) path diversity video streaming.

is even larger than sending all the packets on the route with larger loss rate, namely

Hong Kong route. This indicates that when appropriate amount of FEC is used,

the lower average loss rate of a particular route is not necessarily a good indicator

for sending packets at higher rate on that route, rather the burstiness loss patterns

should be taken into account for setting the sending rates between routes.

Results in Table 3.3 further verify our earlier numerical results in Section 3.5.2 re-
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Sweden Hong
Kong

Irrecoverable Loss Gain over Hong Kong Gain over Sweden

RS(60,46) RS(60,50) RS(60,46) RS(60,50) RS(60,46) RS(60,50)
0 220 18 28 1 1 2.8 2.4
20 200 14 31 1.3 0.9 3.6 2.2
40 180 9 30 2 0.9 5.7 2.4
60 160 5 9 3.6 3.1 10.2 7.6
80 140 7 9 2.6 3.1 7.2 7.6
100 120 12 20 1.5 1.4 4.3 3.5
220 0 51 69 0.4 0.4 1 1

Table 3.3: Irrecoverable loss reduction using two senders for various sending rates
and FEC levels.

garding graceful degradation of irrecoverable loss as we deviate from optimal partition

of the packets between the two routes. Specifically, while the number of irrecover-

able loss events is at its minimum for 60/160 split, deviation to 40/180 or 80/140

results in slight increase in irrecoverable loss events. This suggests that in a highly

dynamic environment where network parameters change frequently, and therefore,

it is hard to estimate them accurately, splitting packets sup-optimally between the

senders may still provide advantages of uni-route streaming, even though optimal

partitioning always results in best performance. Therefore, if enough FEC is used,

control packets could be sent infrequently to avoid frequent adaptation to “noise” to

achieve reasonable performance.
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3.7 Conclusions

In this chapter, we proposed a novel rate allocation algorithm for use with FEC as

part of the path diversity streaming protocol in Chapter 2. The rate allocation scheme

determines the sending rate for each sender based on the available network bandwidth,

amount of Forward Error Correction (FEC), and channel characteristics in order

to minimize the probability of packet loss in bursty loss environments. Our rate

allocation using FEC is developed based on the observation that sending packets at a

lower rate on multiple independent routes transforms the bursty loss behavior into a

more uniform loss behavior, thus increasing the efficiency of FEC techniques. We also

provide a robustness analysis of the optimal sending rates. Using NS simulations and

actual Internet experiments, we demonstrate the effectiveness of our rate allocation

scheme in reducing packet loss over the traditional uni-path approach, and hence,

achieving higher visual quality for the streamed video.
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Chapter 4

Path Diversity System (PDS) for

Single Sender

4.1 Introduction

In Chapter 2, we propose a framework for path diversity media streaming over

the Internet using multiple senders. In this approach, multiple senders simultaneously

stream the precoded video to a receiver using a receiver-driven protocol. While this

approach increases the throughput and reduces packet loss as compared to the uni-

path approach, its architecture inherently does not enable live or interactive media

streaming. In this chapter, we extend our path diversity concept in previous chapters

to propose a single sender, single receiver, Path Diversity System (PDS) for delay

sensitive applications over packet switched networks.
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The proposed PDS is essentially an overlay network connecting a set of partici-

pating nodes. An overlay network is a “virtual” network created on top of an existing

network. Nodes on the overlay network can be equivalently thought of as routers in

the physical networks. In the current Internet, a sender cannot choose which routers

in the underlying physical networks for its packets to transverse to the destination

since the routing of packets is accomplished by routing protocols such as BGP [48]

and OSPF [2]. On the other hand, the sender can choose which “overlay” paths in

the overlay network by sending packets to an intermediate node, which then forwards

the packets to the destination.

In this chapter, we propose a scalable algorithm for choosing the intermediate node

which creates an overlay redundant path consisting of few or no shared underlying

physical links with the default Internet path. The reason for this is we have shown

in previous chapters that the performance of FEC in multi-sender and multi-path

scenario depends on the correlation of packet loss between paths. If the packet loss

between multiple paths are highly correlated, then the advantage of using multiple

paths, together with FEC for streaming is reduced. Also, the quality of video of many

multiple description video coding (MDC) schemes [22][49] are higher in presence of

uncorrelated than correlated loss of descriptions [36][50]. Hence, the central question

is whether there exists sufficiently disjoint paths between a pair of senders and re-

ceivers on the Internet to result in mostly uncorrelated loss patterns between paths.

If the paths are not entirely disjoint, then the probability of congestion on the shared
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links between the paths must be small in order to minimize the overall correlated

loss.

Recent studies in [51] indicate that at least 60% of the Autonomous System (AS)

are multi-homed to two or more providers, i.e. sufficiently disjoint paths to the re-

ceiver can be created using the relay nodes in different providers. Recent work [52]

using RON, has shown how to route packets around all the observed outages between

any pair of senders and receivers in an experimental network. Also, many Internet

topological models such as Albert-Barabasi [53] also exhibit a high level of disjoint-

ness between the paths connecting two nodes. These suggest the existence of path

redundancy between nodes on the Internet.

The remainder of this chapter is organized as follows. In Section 4.2, we present

relevant work. In Section 4.3, we provide an overview of the proposed PDS and a

scalable algorithm for redundant path selection. In Section 4.4, we characterize the

disjointness and delay between the redundant and default paths for various Internet

topologies. We then show the overall performance improvement using both FEC and

MDC [22][49] techniques with the proposed PDS for streaming. Finally, we conclude

in Section 4.5.

4.2 Related Work

The original motivation of overlay network was to extend the multicast function-

ality across area where the Internet did not natively support multicast. MBone is
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one of the well-known large overlay networks deployed on the Internet [54] for wide

area multicast. Beside multicast, overlay networks also provide the flexibility for the

application to choose which paths to send the packets on via the relay nodes. Because

of this flexibility, many systems have used the overlay framework to select the opti-

mal path between sender and receiver for load balance as well as loss rate and delay.

For example, Detour [55] is an architecture that uses overlay network to dynamically

route packets on different routes to optimize loss and delay. To create a redundant

path in the overlay framework, the sender sends packets to a relay node, and the

relay node then forwards packets to the receiver [23][52]. By selecting the relay node

appropriately, the packets traveling through the relay node take a different underlying

physical path than that of the Internet default path between the sender and receiver.

From traffic engineering point of view, RON [52] provides alternate paths between

sender and receiver using relay nodes. RON actively probes for the current “best”

path based on delay and loss, and sends all packets through that path. All of the

existing overlay systems assume a single “best” path for sending data. In contrast,

our proposed path diversity system uses multiple paths simultaneously for sending

data.

Path diversity can also be accomplished using source based routing supported at

the routers. Using this approach, one can explicitly specify a set of nodes for each

packet to transverse to the destination. Currently, source based routing is available

only to a few autonomous systems (AS). Hence, path diversity is accomplished by
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sending packets on both the default path and the redundant path.

4.3 Path Diversity System (PDS)

4.3.1 System Description

In this section, we describe the system architecture for path diversity based on

overlay framework [52][55]. As seen in Figure 4.1, the system consists of a set of

participating nodes. Circles represent participating overlay nodes, squares denote

routers, and the bold solid and dashed lines represent the underlying physical and

virtual paths between the nodes, respectively. The thin vertical solid lines connecting

circles and squares represent the correspondence between virtual nodes and physical

routers. At any instance, a node can act simultaneously as a receiver, a sender, or

a relay node. A sender can send packets to the receiver using the default Internet

path or via a relay node which then forwards the packets to the receiver. By choosing

an appropriate relay node, the packets traverse an underlying physical path that

is different from the one used by default Internet path. Nodes can be deployed at

various locations on the Internet, although redundant paths via nodes in the same

Autonomous System (AS) may have larger number of shared links. Hence, nodes are

preferably located in different AS to reduce correlated congestion and outages so as

to improve the performance of media streaming as shown in previous chapters.

A participating node which is neither a receiver nor a sender, may still receive
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and forward packets on behalf of other senders and receivers. For two-way applica-

tions such as video conferencing, the nodes act simultaneously as both senders and

receivers. In addition, the senders and receivers do not necessarily have to be the

participating nodes. We envision the participating nodes as an overlay network to

be deployed by companies or organizations that are interested in providing low delay

communication services such as video streaming or conferencing over the Internet be-

tween their geographically diverse sites. Companies and organizations typically have

multiple gateways from their ASes to other ASes that potentially enable large number

of independent paths [56].

To set up a communication channel between the sender and receiver, the sender

first executes traceroute [57] from itself to all the participating nodes and the re-

ceiver. The information returned from the traceroute includes the link latencies, and

the names of the routers along the default path from the sender to the receiver and

all paths between the sender and the participating nodes. The sender also sends a

setup packet to all participating nodes instructing them to execute traceroute from

themselves to the receiver. Next, all the participating nodes send the path infor-

mation between themselves and the receiver obtained from traceroute to the sender.

The sender now has the names of the routers and their associated link latencies for

the default path, the paths between itself to all participating nodes, and the paths

between participating nodes to the receiver. This information is used to compute the

redundant path as described later in Section 4.3.2.
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After the redundant path via a chosen relay node is selected, the sender sends

a setup packet to the selected relay node, instructing it to forward packets to the

receiver on behalf of the sender from then onward. The setup packet contains a flow

ID, IP address, and the port number of the receiver. Upon receiving the setup packet,

the relay node stores an entry containing a flow ID, an IP address, and a port number

of the receiver in a table. This table is used to forward packets on behalf of different

senders to their receivers. Each packet sent from a different sender to the relay node

contains a different flow ID in its header. The relay node forwards a packet to the

right IP address and port number of the receiver based on its flow ID. Note that

all the setup messages and executions of traceroute are done only at the start of the

session. Also, the information returned from trace route for earlier session can be

saved for future session.

Due to delay consideration, we choose to only use one relay node to forward

packets between a pair of sender and receiver. The reason is that the delay of a

redundant path via multiple participating nodes in series is likely to be larger than

that of the redundant path via only one node. However, our proposed PDS can be

easily extended to the case where there are multiple redundant paths via multiple

relay nodes.

We use UDP to send all packets between participating nodes since TCP is not

appropriate for real-time data transmission due to its variable throughput, and lack

of precise rate control. In addition, one of the main concerns with using multiple
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paths to send packets is that packets likely arrive at the destination out of order.

For UDP traffic, this is not a concern since a reordering buffer at the receiver can

be used. For TCP traffic, however, out-of-order packets are treated as packet loss,

and TCP fast retransmit algorithm continually resends packets which are merely in

transit, reducing the connection bandwidth.

One major difference between our PDS and RON [52] is that RON dynamically

determines the “best” path to send all packets on, while our PDS sends packets

simultaneously on multiple paths, similar to Detour [55]. Detour, however, uses the

multi-path at the router level whereas we accomplish multi-paths at the application

level, allowing the flexibility for the application to decide which packets should be

sent on which paths.

Figure 4.1: System architecture; bold dashed and solid lines denote virtual and phys-
ical paths; The thin vertical solid lines connecting circles and squares represent the
correspondence between virtual nodes and physical routers.
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4.3.2 Redundant Path Selection

In this section, we propose a scalable, heuristic method for finding a redundant

path via a participating relay node. Selecting an optimal path between a pair of

nodes on the Internet at any one instant is difficult and complex. If the traffic

conditions of the path vary rapidly, the problem becomes almost infeasible. For

scalability reasons, the Internet domain routing is handled primarily by the Border

Gate Protocol (BGP) [48]. BGP only exchanges and updates summarized information

between ASes, ignoring the link usages and topologies within ASes. Hence, accurate

path information such as number of links along the path and their associated latencies

can not be obtained through BGP. Other link state routing protocols such as Open

Shortest Path First (OSPF) [2] periodically probe the links between the routers for

updated information such as latency, bandwidth, and link failures. OSPF can provide

these information reasonably accurately, however, it is not scalable and therefore, is

only used within ASes.

To measure end-to-end latency, bandwidth, and packet loss between nodes at

various locations on the Internet, probing tools [58][59][60] can be used at the expense

of bandwidth expansion due to sending probed packets.

Another approach is to use passive probing in which the application packets them-

selves are used as the probing packets, to determine the packet loss rate, latency, and

bandwidth. The advantage of this approach is lack of bandwidth expansion; however,

its drawback is that the measurement process depends on the application sending
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rates. If an application sends packets at a slow rate, the measurement resolution is

low, resulting in inaccurate end-to-end estimates of packet loss rate and bandwidth.

In contrast to scalable designs such as BGP in which, the routing and link state

information is kept to a minimum, systems such as RON use more complex path

computation algorithms to increase path performance. A RON node aggressively

probes all the paths connecting itself to other participating nodes in order to estimate

detailed link quality metrics such as loss rate, bandwidth, and latency. Also, each

RON node can exchange complete topologies and execute complex routing algorithms

to improve the path performance, and to respond rapidly to path outages. All these

benefits come at the expense of scalability, as the number of RON nodes is usually

limited to fewer than 50 [52].

Our approach is to use a simple, but suboptimal technique for selecting redundant

paths. In particular, we argue that finding two paths with absolute lowest loss rates for

the proposed PDS may not be needed in practice due to two reasons: (a) complexity

increases due to active monitoring of probed packets and maintaining the link state

information associated with all the paths i.e. scalability reasons, and (b) sending

packets on two paths with the absolute lowest loss rates may not be necessary to

achieve reasonable performance in PDS. This can be justified considering that as

long as packet loss does not happen simultaneously on both redundant and default

paths, by using MDC, reasonable video quality at the receiver can be reconstructed

using the received description from other good path.
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Based on the above discussion, we propose a scalable, heuristic scheme to select

the redundant path via a participating node using path information from traceroute

tool [57]. Traceroute can provide the names of the routers and round trip delays of

links between the two communicating nodes on the Internet.

Let us formally denote a network topology as directed graph G = (V, E) consisting

of the vertices vi ∈ V and edges e = (vi, vj) ∈ E. Vertices vi’s can be thought of

as routers or domains, and the path p(v1, vn) = [v1, v2, ..., vn] as the physical path

from v1 to vn. A redundant path p′(v1, vk, vn) from v1 to vn, via node vk is then

p(v1, vk)∪p(vk, vn). Associated with every pair of vertices (vi, vj) is a weight w(vi, vj).

This weight can be thought of as delay, bandwidth, or loss rate associated with the

physical link between vi and vj . Hence, the weight w(p(vk, vl)) associated with a

path from vk to vl is the sum of the weights of the individual physical links joining

vk and vl. In this chapter, weights denote the latencies between participating nodes

since they are readily available from traceroute. Let O = [vm, ..., vn] be the set of

participating nodes; then the relay node k′ for creating the redundant path between

vertices u and v is computed in a two-step procedure.

1. First, we compute a set of relay nodes O′ that result in the minimum number

of joint links between the default Internet path and all the redundant paths via

a node in O, namely,

O′ = arg min
k

p′(u, k, v) ∩ p∗(u, v)

where k ∈ O, p′(u, k, v) denotes the redundant path via node k, and p∗(u, v)
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denotes the default Internet path. Note that the set O′ can have more than

one element since there could potentially be two or more nodes in O that re-

sult in the same minimum number of joint links between the default and re-

dundant paths. Since the average number of links between two nodes on the

Internet is 16 [28], the operation p′(u, k, v) ∩ p∗(u, v) can be done fast. To

find arg mink p′(u, k, v) ∩ p∗(u, v), exhaustive search for the set of nodes O′ that

results in minimum number of joint links between the redundant and default

paths can be done in O(N) with N being the number of participating nodes.

2. Next, we choose the node k′ that results in minimum weight associated with

the corresponding redundant path, namely,

k′ = arg min
l

w(p′(u, l, v))

where l ∈ O′.

Note that it is the sender that runs the redundant path selection algorithm, and that

the input to the algorithm is the path information, specifically, the names of routers

and the associated link latencies of the default path p(u, v) and the redundant paths

p′(u, l, v). The names of the routers are used in the first step to compute the number

of shared links between the redundant and default paths while the latencies are used

in the second step to find the path with minimum delay. As mentioned previously in

Section 4.3.1, the link latencies and names of routers along the path p(u, v) are readily

available using traceroute from node u to v. The latency and router information for
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redundant path p′(u, k, v) via node k can be obtained by executing traceroute twice,

once from nodes u to k, and another time from nodes k to v. The information returned

from the two traceroute executions is then concatenated to form the path p′(u, k, v).

Note that sender either runs this algorithm at the beginning of the new session, or it

can use the stored paths provided from previous session since the paths are relatively

stable. This will reduce the overhead of executing traceroute unnecessarily.

Intuitively, the path selection scheme first finds a set of redundant paths that are

as disjoint as possible from the default path. Within this set of redundant paths,

it then selects the one that results in minimum latency. An alternative might seem

to be to select the redundant path based on traffic characteristics of each link along

the path between two nodes. However, since we do not have knowledge of loss rates

and bandwidths for individual links, we choose the redundant path to be maximally

disjoint with the default Internet path so as their losses are uncorrelated; this results

in the PDS to be effective in minimizing correlated loss.

In case the latency of the redundant path exceeds the the desired delay, that

redundant path is ignored, and the same two-step procedure is applied to all the

remaining relay nodes k ∈ {O \ O′} to select a new redundant path. After each

iteration, the number of shared links for the redundant path increases.

Note that our PDS does not aggressively send out probing packets to monitor the

current loss rates and bandwidths between participating nodes. Instead, it simply

uses the route information between participating nodes, and only invokes traceroute
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at the start of the session. Hence, our solution is scalable, even though its performance

is potentially lower than that of non-scalable systems [52] with aggressive probing for

network conditions.

One of the drawbacks of PDS is that its performance depends on the information

provided by traceroute. This information can be incomplete or inaccurate. For exam-

ple, traceroute can only differentiate between routers and not switches. Two paths

with completely different routers may share the same backbone switches. Hence, if

that backbone switch is overloaded, packet loss between routes can be correlated.

Although, packet loss rate in backbone switches is small, it is still a concern.

Another drawback is that some ASes do not report accurately or deliberately

hide information about their networks; only certain routers are visible to outside and

therefore, complete information is not available.

4.4 Simulation Results

4.4.1 Simulation Results for Hop Counts, Disjointness and

Latency of Redundant Path

In this section, we characterize the disjointness, hop counts, and latency of the re-

dundant path using the proposed scheme for various network topologies. We use the

Internet topology generator software Brite [61] to generate various Albert-Barabasi

topologies for all the simulations. Albert-Barabasi model has been shown to approx-
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imate the Internet topology reasonably well [53][61]. In particular, we generate two,

two-level hierarchical Albert-Barabasi models, and one flat Albert-Barabasi model. All

topologies contain 1500 nodes each. The top level of the two-level hierarchical topol-

ogy models the collection of ASes while bottom level models the routers within an

AS. The two two-level Albert-Barabasi models are meant to model wide area Inter-

net topology consisting of many ASes with various degrees of interconnectivity, and

the flat Albert-Barabasi model represents the router interconnectivity within an AS

as shown in Figures 4.2 and 4.3, respectively . The relevant information for each

simulated topology is listed in Table 4.1. H-Albert-Barabasi stands for hierarchical

Albert-Barabasi model. To estimate the average latency, hop counts, and the degree

Figure 4.2: Two-level hierarchical topology

of disjointness between the redundant path and the default Internet path, we perform

the following three steps in our simulations. In step one, we randomly choose a set

of participating nodes. In step two, we randomly choose a pair of receiver and sender

in the set of participating nodes. In step three, we use our scheme in Section 4.3.2 to
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Figure 4.3: Flat topology

find the redundant and the default paths for a given configuration of sender, receiver,

and participating nodes. The default path in our simulations is assumed to be the

one with smallest latency or equivalently the shortest path between the sender and

receiver, and hence can be computed using OSPF algorithm [62] for a given topology.

This assumption is not critical to our redundant path selection scheme as we merely

need a way to compute a default path.

Next, we repeat step one to three over 5000 times to obtain the average latency,

hop counts, and the number of shared links between redundant and default paths.

Define the jointness percentage between the default and redundant paths as the num-

Models No. Nodes No. Edges
Flat Albert-Barabasi 1500 2967
H-Albert-Barabasi I 1500 2997

H-Albert-Barabasi II 1500 4377

Table 4.1: Information for various topologies
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ber of shared links between them over the number of links of the default path. Figure

4.4 shows the jointness percentage between the default and redundant paths for all

three topologies as a function of percentage of participating nodes. As expected,

the jointness percentage decreases as the number of participating nodes increases

for all three topologies. This phenomenon is intuitively plausible since a redundant

path is created via a participating node. Larger number of participating nodes al-

lows more choices of redundant paths, thus producing more disjoint paths than a

configuration with fewer participating nodes. As seen in Figure 4.4, on average, to

achieve less than 10% shared links or less than one shared link between the default

and redundant paths for all three topologies, only 2% of total nodes are required to

be participating nodes. Another observation is that the percentage of shared links

is smaller for Albert-Barabasi II model than that of Albert-Barabasi I. The reason is

that Albert-Barabasi II has larger degree of interconnectivity between its nodes than

that of Albert-Barabasi I; hence, more disjoint paths can be found. Note that the

flat Albert-Barabasi model has the lowest ratio of all three topologies due to following

reasons. As mentioned previously, the top level of the two-level hierarchical Albert-

Barabasi topologies represents interconnectivity between AS while the bottom level

represents the interconnectivity between routers within an AS. If two participating

nodes are located in two different ASes, all the paths between them must go through

a few AS nodes. As a result, the redundant paths may share larger number of links

with the default path than with a flat topology.
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Figure 4.4: Percentage of shared links between the redundant and the default paths.

Figure 4.5 shows the ratio of average latency of the redundant path to that of the

default path as a function of percentage of participating nodes for all three topologies.

As expected, the latency decreases as the number of participating nodes increases for

all three topologies. This phenomenon is intuitively plausible since as the number

of participating nodes increases, there are more choices for redundant paths, one of

which is likely to have shorter latency. Another observation is that the latency ratio

is smaller for Albert-Barabasi II model than that of Albert-Barabasi I. The reason

is that Albert-Barabasi II has a larger degree of interconnectivity between its nodes

than Albert-Barabasi I, thus resulting in redundant paths with lower latencies. For

small percentage of participating nodes, the latency ratio of redundant over default

paths is as high as 1.7. In this case, if the round-trip time of the default path is
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Figure 4.5: Latency of redundant path over the latency of default path.

100 milliseconds, then the average round-trip time of the corresponding redundant

path is 170 milliseconds, thus exceeding the tolerable delay of 150 milliseconds for

two-way interactive applications. This problem can be remedied by either increasing

the percentage of participating nodes to 10%, or by allowing the redundant path

to share larger number of links with the default path. With the default round-trip

time of 100 milliseconds and with 10%, or more participating nodes, the average

latency ratio of redundant over default paths is 1.5, corresponding to the delay of

150 milliseconds for the redundant path, thus satisfying the requirements for two-

way interactive applications. The fact that typical round-trip time between two sites

within North America is less than 100 milliseconds makes the deployment of our

proposed PDS feasible from a practical point of view. For example, the average
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round-trip times from Georgia Tech, Purdue university, and Duke university to U.C.

Berkeley are 62, 57, and 90 milliseconds, respectively.

An important observation to make is that for all three topologies, the latency ratios

and the jointness percentages decrease rapidly when the percentage of participating

nodes is less than 20%, and decrease rather gradually beyond 20%. This suggests

that it may not be all that beneficial to increase the number of participating nodes

beyond a certain value.

Figure 4.6 shows the ratio of the average number of links in the redundant path to

that of default path as a function of percentage of participating nodes. For all three

topologies, the ratio decreases slightly at first, then stays relatively constant. This

phenomenon together with plots in Figure 4.5 indicate that major reduction in latency

does not result from fewer links, rather from selecting links with shorter latencies.

Figure 4.7 shows the cumulative distribution of shared links between redundant and

default paths for the three topologies, with 10% of the nodes participating. As seen,

the probability that the redundant and default path share few links is large for all three

topologies. For example, the probability of two or fewer shared links for Flat Albert-

Barabasi, Albert-Barabasi II, and Albert-Barabasi I is roughly 100%, 90%, and 85%,

respectively. Note that the average number links of the default paths for Flat Albert-

Barabasi, Albert-Barabasi II, and Albert-Barabasi I are 6, 11, and 12, respectively.

This indicates that a redundant path with few shared links can be found with high

probability, and hence PDS can be deployed effectively.
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Figure 4.6: Number of hops of the redundant path over the number of hops of the
default path.

4.4.2 System Performance using Forward Error Correction

In this section, we characterize the packet loss reduction for various number of

shared links between redundant and default paths using NS [46]. The simulation

topology for the redundant and default paths is shown in Figure 4.8. Based on

the average number of links between two participating nodes in Section 4.4.1, the

number of links for default and redundant paths are set to 11 and 17 respectively.

Each link’s capacity is 2Mbs with propagation delay of 4 milliseconds. To simulate

bursty packet loss of the Internet, random exponential traffic is generated at each link

with the peak rate of 1.8Mbs, average idle period of 8 seconds, and the burst period

of 40 milliseconds. We compare the packet loss rate for following three scenarios: (1)

sender streams the video to the receiver at 800kbps on the default path, (2) sender
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Figure 4.7: Cumulative distribution of shared links for various network topologies.

streams the video to the receiver on both redundant and default paths at 400kbps

for each path with two paths are assumed to be completely disjoint, and (3) same as

scenario 2 except there is one shared link between redundant and default paths.

In all scenarios, the video packet size is set to 500 bytes, and packets are protected

using Reed-Solomon code RS(30, 23) with 23 data packets and 7 redundant packets for

each FEC block. Hence, if there are more than 7 lost packets per a FEC block, then it

is not possible to recover all the lost packets. As previously shown in Chapter 3, path

diversity streaming framework is more effective with stronger FEC codes. However,

stronger FEC results in higher overhead bandwidth and delay. In our simulations,

we choose RS(30,23) for reasonable delay and bandwidth overhead introduced by

FEC. Other FEC codes can also be chosen to satisfy the application’s needs and
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Figure 4.8: Simulation configuration for two disjoint redundant and the default paths.

performance.

Figures 4.9, 4.10, and 4.11 show the number of lost packets per 30 packets versus

the packet sequence number for scenarios 1, 2, and 3, respectively. The points above

the horizontal line represent irrecoverable loss events. As seen, there are considerably

more irrecoverable loss events for scenario 1 than for 2. This is intuitively plausible

since sending packets at a lower rate on multiple independent paths transforms the

bursty loss behavior of a single path into a uniform loss behavior, thus reducing the

burstiness, and increasing the recoverable probability. Also, the number of irrecover-

able loss events for scenario 3 is larger than that of 2. This is due to the one shared

link between the redundant and default paths in scenario 3. Assuming that links are

independently congested, the larger number of shared links between the redundant

and default paths leads to higher chance of simultaneous bursty loss on both paths,

for which FEC is ineffective. One can think of scenario 1 where all packets are sent

on only default path as an extreme case of path diversity in which all the links of two
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paths are shared.

Clearly, the recoverable probability of FEC decreases as the number of shared

links between the redundant and default paths increases. To characterize the effect
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Figure 4.9: Sending packets using traditional default path.

of number of shared links on the loss rate, Figure 4.12 shows the ratio of the effective

packet loss rate of uni-path scheme to that of dual path scheme as a function of

number of shared links between them. The effective packet loss rate is the ratio

between the number of irrecoverable lost packets and the total sent packets. As seen,

the effective loss rate for the single path scheme is more than 7 times that of the

path diversity scheme with completely disjoint redundant and default paths. The

reduction in effective loss rate from using path diversity decreases as the number of

shared links between the two paths increases. However, even when 3 of out 11 links

are shared, the effective loss rate using path diversity scheme is twice smaller than
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Figure 4.10: Sending packets using both redundant and default paths without shared
link between them.

that of using uni-path scheme.
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Figure 4.11: Sending packets using both redundant and default paths with one shared
link between them.
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4.4.3 System Performance using Multiple Description Cod-

ing

To evaluate the performance gain of the PDS coupled with MDC, we run simu-

lation to compare the average Peak Signal to Noise Ratio (PSNR) of our proposed

scheme versus the traditional uni-path streaming using a single description video

codec for various path characteristics, i.e number of shared links. For both single and

multiple description codecs, we use matching pursuits based hybrid motion compen-

sated technique as described in [63][64][65]. The main reason for doing so is conve-

nience, and easy access to these codecs. The higher PSNR is assumed to correspond

to higher video quality. Based on the results from Section 4.4, for the traditional

uni-path single description case, packets are sent on the path consisting of 11 links.

For the multi-path, multiple description case, packets are simultaneously sent on both

the default and the redundant paths consisting of 11 and 17 links, respectively. For

simplicity, packet loss on each link is assumed to be independent with equal loss rate.

Using the experimental results reported from [66], we set the average duration of the

burst loss to 120 milliseconds. In all experiments, we use standard test sequences

Foreman, News, and Coast. For fair comparison, these video sequences are coded at

30 frames per second, and in such a way as to result in same bit rate for single and

multiple description streams. The number of frames in a group of pictures (GOP) is

set to 60 1. For error concealment in SDC, we use the last received frame to predict

1The common GOP sizes in video conferencing applications are from 60 to 300 frames
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the lost frame.

Note that another way to compare MDC with SDC is to reduce the source bit rate

of SDC in order to use this additional bandwidth for FEC. However, we design these

experiments to simulate interactive applications in situations where network burst

loss is long, i.e. 120 milliseconds. In these scenarios, delay constraints of interactive

applications require FEC codes to be short. However, short FEC codes are unable to

correct long burst loss. For a reasonable performance in many scenarios, the length

of FEC block is required to be at least two times the length of the burst loss. In

our experiments, we set the burst loss to 120 milliseconds, and therefore the delay

induced by appropriate length FEC code is 240 milliseconds, exceeding the tolerable

one-way delay limit of 75 milliseconds for many interactive applications. On the other

hand, in situations where the network characteristics exhibit short burst loss or where

application can tolerate some delay, FEC can potentially outperform MDC.

For each sequence and loss rate per link, we send packets repeatedly for over

an hour and compute the average PSNR. Figures 4.13 (a), (b), and (c) show the

average PSNRs for sequence Coast, Foreman, and News as a function of loss rate

per link for various number of shared links between redundant and default paths,

respectively. As seen, when loss rate per link is less than 0.001, SDC results in higher

average PSNR than MDC. However, when loss rate per link is greater than 0.005,

MDC outperforms SDC. Also, as the number of shared links increases, the correlated

packet loss increases, hence the average PSNR of MDC goes down. As shown in
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Figure 4.7, a redundant path with 4 or fewer shared links can be found 98% of the

time; therefore, MDC scheme via PDS is easily deployable in practice.

It’s interesting to note that for the sequence News, there must be high loss rate

per link, i.e. above 0.005, for MDC to outperform SDC. For Foreman sequence, MDC

already outperforms SDC at low loss rate per link, i.e. below 0.001. Our hypothesis is

that for low motion sequence such as News, the motion vectors between the previous

and current frames are approximately identical, hence, the mismatch error caused

by inaccurate motion vectors resulting from lost packets is small for SDC. For high

motion sequences, the motion vectors are likely to be different from frame to frame,

resulting in a high mismatch error for SDC when packet loss occurs.

It is interesting to determine whether it is beneficial to use SDC coupled with PDS,

specifically, sending odd and even frames of SDC sequence on default and redundant

paths. Figure 4.14 shows the PSNR as a function of loss rate for using SDC with

uni-path and PDS with no shared links for Foreman sequence. A simple concealment

method using the previous received block to replace the missing block is employed in

the SDC case. As seen, PSNR of SDC with uni-path is consistently higher than that

of SDC with PDS. The intuition for this observation is as follows. In the experimental

setup, the redundant path has higher loss rate than the default path, i.e. redundant

path has 17 links as compared to 11 links for default path. A single packet loss is

likely to produce error propagation through the entire GOP for SDC. As a result,

using SDC with PDS is likely to incur higher distortion due to higher likelihood of
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Figure 4.13: PSNR versus the loss rate per link for MDC on 2 paths and SDC on
single path (a) Coast, (b) Foreman, and (c) News.
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encountering packet loss than that of using SDC with uni-path.

4.4.4 Internet Experiments

In this section, we show the results of two actual Internet experiments using MDC

together with PDS. The setup for experiment one is shown in Figure 4.15 with the

source at U.C. Berkeley, the destination at an AT&T cable modem subscriber in

Berkeley, and the relay node for the redundant path at Stanford University. It is

interesting to note that the average delay propagation of the redundant path via

Stanford University is 16 milliseconds, 7 milliseconds shorter than that of the default

path. From traceroute, we note that most of the time, packets are in Level3 network

for default path. In our experiment, we send MDC Foreman sequence repeatedly at

185 kbps and 30 fps with one video frame per packet. The the size of typical P-frames

of each description ranges from 400 bytes to 600 bytes. Figure ??(a) shows the frame

delay as a function of time for two descriptions on two paths. Since the upper limit
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of two-way delay for many interactive applications is 150 milliseconds, we assume

that packets with the one-way delay of more than 75 milliseconds are considered lost,

i.e. points above the horizontal line in Figure 4.16(a) are considered lost frames.

For the duration of 200 seconds of the experiment, we observe that no packets are

dropped by the network and delays are relatively uncorrelated between default and

redundant paths. However, as seen in Figure 4.16(a), there are clearly three peaks

of unusually high delay or outage. Two of these outages occur on the default path

while one occurs on the redundant path. These high packet delays result in almost

no degradation in the corresponding PSNR of MDC stream as shown Figure 4.16(b).

However, if the same packet trace are used to simulate PSNR for streaming SDC

on either default or redundant path, the corresponding PSNRs drop significantly at

these outages as shown on Figure 4.16(b). Note that retransmission scheme would not

work in this experiment, since the outage can be on the order of seconds as shown

in Figure 4.16(c), a zoom-in portion of outage from the redundant path in Figure

4.16(b). We also note that when there is no outage, the average PSNR of SDC is

higher than that of MDC. However, in our experiment, the resulting MDC video is

much more pleasant to view since there are neither pauses nor significant drops in

quality from one frame to the next. For the resulting SDC video, we experience a

two second pause, followed by highly distorted frames.

We perform another experiment to further validate the results of our approach.

The setup for experiment two is shown in Figure 4.17. As shown in Figure 4.17, the
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default and redundant paths are quite disjoint, and the corresponding delays are 46

and 50 milliseconds, respectively. In this experiment, we use MDC to send Foreman

sequence repeatedly at 300 kbps, 30 fps, and one video frame per packet. The the size

of typical P-frames of each description ranges from 600 bytes to 900 bytes. Figure

4.18(a) shows the frame delay as a function of time for two descriptions on two paths.

Since the delay of the actual lost frames, i.e. frames dropped by the networks, is

infinite, for convenience, we set them to zero in the plot in of showing these lost

frames in the plot in Figure 4.18(a). As seen, the default and redundant paths both

exhibit packet loss and high delay; however, they are generally independent since

the packets of the two paths spend most of their times, traveling through different

networks, i.e. QWest and Cogento. Figure 4.18(b) shows the corresponding PSNRs

for MDC and SDC as a function of time. Similar to experiment one, sending SDC

on a single path results in significant PSNR reduction at times of packet loss or high

delays, while using MDC coupled with PDS results in only a slight PSNR reduction.

For visual comparison, Figures 4.19(a) and 4.19(b) show the typical resulting images

of SDC and MDC coupled with path diversity at a loss event, repsectively for the

sequence News.

4.5 Conclusions

In this chapter, we have proposed a path diversity system to be used with MDC and

FEC techniques for delay sensitive applications over packet switched networks. In the
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Figure 4.15: Internet configuration for experiment one.

proposed PDS, the disjoint paths between a sender and a receiver are established using

a collection of relay nodes. A scalable, heuristic scheme for selecting a redundant path

has been proposed, and the resulting redundant path’s lengths and disjointness for

various Internet-like topologies have been characterized. Our simulations demonstrate

that, for various Internet-like topologies, only 10% of participating nodes are required

for the proposed redundant path selection scheme to effectively find a redundant

path sharing two or fewer links with the default path, and hence, the proposed PDS

can be realized in practice. Using simulations and actual Internet experiments, we

demonstrate that coupling FEC or MDC techniques with the PDS result in superior

visual quality over the traditional uni-path approach.
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Figure 4.16: Foreman sequence (a) Delay as a function of time, (b) PSNR as a
function of time, and (c) Zoom in portion of the delay
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Figure 4.17: Internet configuration for experiment two.
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Figure 4.18: Foreman sequence (a) Delay as a function of time, with zero delay
denoting actual packet loss; (b) PSNR as a function of time.
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(a)

(b)

Figure 4.19: Typical images at a loss event for (a) SDC with uni-path streaming and
(b) MDC with path diversity streaming.



118

Chapter 5

Matching Pursuits Based Multiple

Description Coding for Lossy

Environments

5.1 Introduction

In Chapter 3, we propose path diversity media streaming over the Internet using

Forward Error Correction. In many situations, e.g. short burst losses, using FEC

together with path diversity is sufficient to achieve reasonable quality of the streamed

media. However, FEC may not provide reasonable protection in other situations, e.g.

long network outages. In these situations, Multiple description coding (MDC) is a

better alternative for media streaming over the Internet. In this chapter, we propose a
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network adaptive matching pursuits based multiple description video coding for lossy

environment. Multiple description coding is an error resilient source coding scheme

that generates multiple encoded bitstreams of the source with the aim of providing an

acceptable reconstruction quality of the source when only one description is received,

and improved quality when multiple descriptions are available. This is different from

layered coding [21] which requires the presence of the base layer for enhancement

layer to be useful. As such, MDC is useful for delay limited applications in lossy

environments such as wireless communication where outage can last several seconds

or longer, rendering retransmission less useful. MDC can also be useful in emerging

peer-to-peer (P2P) systems [67] on the Internet. In P2P applications such as Kazaa

[67], each peer has the ability to limit the bandwidth for file transfer to others. As

such, a single 400kbps connection from one receiving peer to another serving peer does

not provide sufficient bandwidth for streaming a 700kbps video. This situation can be

remedied by multiple serving peers stream the video simultaneously to the receiving

peer. However, the frequent joins and leaves of peers can potentially disrupt the

smooth video streaming on the order of several seconds to minutes. The solution to

the dynamics of peers joining and leaving is to use multiple descriptions of video in

which, each serving peer streams an independently decodable video description to the

receiving peer.

Practical MDC schemes have been developed for video, and their performance

over lossy channels have been characterized [22] [68][64]. Recently, an MDC technique



120

based on matching pursuits (MP) signal decomposition, called MP-MDVC [49][64],

has been shown to outperform Discrete Cosine Transform (DCT) based MDC [22]. In

[68], the author applies the ROPE framework [69] to the DCT based MDC in [22] in

order to optimize the video quality in lossy environments. In this chapter, we extend

MP-MDVC [64] to optimize it for lossy environments. We choose MP-MDVC for

the following reasons. First, MP-MDVC has been shown to outperform DCT based

multiple description video coder[64]. Second, the rate distortion analysis for MP is

simple and elegant as compared to orthogonal transforms where quantization is done

after the transform is completed [70]. In particular, since the number of bits per

atom1 is more or less constant, rate control and rate prediction is straightforward in

MP coding systems. The same is true for distortion prediction as adding an atom

reduces distortion by the square of its magnitude. In contrast with MP, the rate and

distortion in DCT based video coders are typically controlled by the quantization

step size. As a result, for a given quantization step size, the rate and distortion are

not known until the all DCT coefficients are coded for the entire frame. These factors

result in a natural framework and ease of analysis for extending MP-MDVC to lossy

environments, that is absent in DCT formulation.

The motivation for incorporating loss characteristics into multiple description cod-

ing technique is as follows. In high loss environments, most likely only one description

at a time is received, hence it is desirable to achieve high reconstruction quality from

1an atom is a basis function together with the position information and magnitude
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a single description. On the other hand, in low loss environments, two descriptions

are likely to be received at a time, hence it is desirable to achieve as high of a re-

construction quality as possible from two descriptions. Since for a given total bit

rate, there is an inherent trade-off between the reconstruction qualities of one and

two descriptions, depending on the level of loss, one should strike a balance between

the single and multiple description qualities. In this chapter, we formulate and solve

this problem of how to achieve the above mentioned quality trade-off for matching

pursuits based MDC. In particular, we propose a fast, steepest descent algorithm

for computing the optimum number of atoms in each description based on the out-

age probabilities of the two channels so as to achieve minimum expected distortion,

given bandwidth constraints, and maximum allowable distortion for each description.

Our approach is based on a simple rate distortion analysis of MP, resulting in a fast

practical implementation.

The rest of the chapter is organized as follows. In Section 5.2, we present overviews

of MP and MP-MDVC. Next in Section 5.3, we describe our proposed optimization

algorithm for lossy environments. In Section 5.4, we provide experimental results

showing improved video quality over MP-MDVC[64]. Finally, we conclude in Section

5.5.
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5.2 MP and MP-MDVC

5.2.1 Overview of MP

In many video coding standards, residual images are encoded using block-based

DCT coding, thus introducing noticeable blocking artifacts at low bit rates. In match-

ing pursuits video coding, motion compensated residual frames are decomposed into

an overcomplete set of basis functions that is much larger than the complete basis

set in DCT. Residual frame is coded using an iterative, greedy algorithm in which,

at each iteration, the basis function with the largest inner product is subtracted from

the residual frame. Since the magnitude of the inner product between the residue

and the chosen function corresponds to distortion reduction at that iteration, this

iterative, greedy method ensures that most important features are coded first. More

details on matching pursuits video coding can be found in [63].

5.2.2 Overview of MP-MDVC

In this section, we briefly present the three loop structure originally proposed in

[22] and subsequently used in MP-MDVC [64]. Figure 5.1 shows three loop MP-

MDVC structure for generating two descriptions. In the central prediction loop, a

new frame is first motion compensated from its prediction based on both descriptions,

while in the side loops, the new frame is motion compensated based on only one

description. This approach is employed in order for the decoder to track the encoder
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states when both descriptions are received, or when one of the descriptions is lost.

Residue encoder applies MP decomposition to the motion compensated residue as

described in Section 5.2.1, to result in a set of atoms. Let F1(F2) denote the set of

atoms generated by central loop for channel 1(2) as shown in Figure 5.1. In [64], the

first L atoms found during MP decomposition in the central loop are shared by both

sets F1 and F2, and subsequent atoms are alternately assigned into the two sets.

Since atoms are found in decreasing order of magnitude, this results in the central

loop atoms in F1 and F2 to be of approximately equal importance. Similarly, the sets

G1 and G2 containing atoms from the side loops for channels 1 and 2 respectively,

are found using MP decomposition. For convenience, we denote F = F1 ∪ F2,

G = G1 ∪ G2, and the atom type by the name of its set, e.g. F1 atom. F1 and G1

atoms are sent on channel 1 while F2 and G2 atoms are sent on channel 2. Motion

vectors, frame headers, and intra-coded (I) frames are duplicated and sent through

both channels. Energy of residue R1(R2) from motion compensation based on one

description is first reduced by exploiting its correlation with coded residue from the

central loop F1(F2) through pixel-wise subtraction. Also, to save bits for residual

coding, the same motion vectors are used in both side loops and central loop. More

details on MP-MDVC can be found in [64].
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Figure 5.1: Three loop structure of MP-MDVC.

5.3 Fast algorithm MP-MDVC

In this section, we extend the MP-MDVC approach in [64] to optimally select the

number of atoms in the central and side loops so as to match the outage probability

of the channels.

5.3.1 Problem Formulation

Using the notation in Table 5.1, and assuming independent loss of descriptions,

we wish to find a fast algorithm to compute f1, g1, f2, and g2 in order to minimize
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p1(2) Probability of losing description 1(2)
D0 Distortion induced by receiving both descriptions
D1(2) Distortion induced by receiving single description 1(2)
D′ Distortion induced by losing both descriptions
D∗ Maximum allowable distortion of any description
R1(2) Bits per frame of description 1(2)
R∗

1(2) Maximum allowable bits per frame of description 1(2)

f1(f2) Number of F atoms for description 1(2) per frame
g1(g2) Number of G atoms in description 1(2) per frame

Table 5.1: Optimization notation

expected distortion, J , given by:

J = (1− p1)p2D1(f1, g1) + (1− p2)p1D2(f2, g2)

+ (1− p1)(1− p2)D0(f1, f2, g1, g2) + p1p2D
′ (5.1)

subject to following constraints:

max(D1(f1, g1), D2(f2, g2)) ≤ D∗ (5.2)

R1(f1, g1) ≤ R∗
1

R2(f2, g2) ≤ R∗
2

In solving this problem, we are inherently assuming that D∗, R∗
1, and R∗

2 are chosen in

such a way that the set of feasible solutions is non-empty. The last term in Equation

(5.1) can be ignored since it does not contain free variables. This is a general non-

linear convex optimization with non-linear constraints. However, we can simplify the

problem to arrive at a practical solution by simplifying the constraints. First, we

remove the distortion constraint in (5.2) and add a penalty term P to J and call this
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sum J ′ to get

J ′ = P + J (5.3)

where

P = (|D∗ −max(D1, D2)|+ max(D1, D2)−D∗)2 (5.4)

The rationale for this is that if the distortion constraint in (5.2) is not satisfied,

namely, max(D1, D2) > D∗ then P = 4(max(D1, D2)−D∗)2 is four times the square

of the distortion difference. This is a large value resulting in large J ′, thus making

the corresponding tuple (f1, g1, f2, g2) an unlikely solution. On the other hand, if the

distortion constraint is satisfied, then P = 0, resulting in the minimum values of J ′

and J to be identical.

Second, in matching pursuits implementation [63], the number of bits used to code

an atom is approximately constant, making the number of bits per frame directly

proportional to number of atoms per frame. In addition, since higher bit rate results

in lower distortion, any algorithm that minimizes the distortion should use all the

available bandwidth. Based on these observations, the rate constraints for description

i in (5.2), can be rewritten as fi + gi =
R∗

i

B
where B is number of bits per atom.

As a result, we simplify our optimization problem into the problem of finding f1,

g1, f2, and g2 in order to minimize

J ′ = (1− p1)p2D1(f1, g1) + (1− p2)p1D2(f2, g2)

+ (1− p1)(1− p2)D0(f1, f2, g1, g2) + P (5.5)
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subject to following constraints:

f1 + g1 =
R∗

1

B
and f2 + g2 =

R∗
2

B
(5.6)

5.3.2 Solution to Optimization Problem

This problem can be solved fast using steepest descent method. Before describing

the algorithm in details, we first provide several observations on which our algorithm

is based.

Observation one:

MP decomposition codes atoms in decreasing order of magnitude, and the distor-

tion reduction due to an atom is roughly square of its magnitude.

Observation two:

Using the three-loop structure in Figure 5.1, there is an inherent PSNR trade-off

between the frames in the central and side loops for a given total bit rate. As the

number of F atoms in the central loop increases, the number of G atoms in the side

loop has to decrease in order to satisfy the constraints in Equation (5.6). Arguably,

the side loop could potentially benefit from central loop atoms, since central loop

atoms are used to predict side loop residues. However, these central loop atoms,

especially the small magnitude ones, do not describe the side loop frame as well as

the side loop atoms do. The reason is that the central loop atoms result from coding

the frame predicted from the central loop which can be different from the frames

predicted by the side loop. Hence, it is more efficient to use the same number of bits
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for side loop atoms to represent the side frame than central loop ones.

Observation three:

Suppose a frame I0 is obtained from MP coding the original frame Iorig using N

atoms, frame Ipartial is the resulting frame from randomly removing M ≤ N atoms

from I0, and frame Idiff is obtained by pixel-wise subtraction of Ipartial from Iorig.

When Idiff is MP coded using K ≤ M atoms, the distortion reduction by these K

atoms is roughly the sum of squares of magnitudes of K largest atoms belonging to

the set of M removed atoms. Intuitively, the reason is as follows: Idiff contains the

high energy regions which are used to be represented by the removed atoms. Since

MP decomposition finds the regions with largest energies to code first, it is likely to

find and code the largest atoms that have been previously removed in frame I0.

We now propose a fast algorithm to solve the optimization problem in Equation

(5.5) based on the above observations.

Step 1:

Assign the number of central loop atoms to the maximum allowable by bit rate

constraint, namely, |F | ← �R∗
1

B
�+ �R∗

2

B
�.

Step 2:

Code the frame in the central loop using F atoms, and record their corresponding

magnitudes. Based on observation one, these magnitudes are used to compute the

distortion in later steps.

Step 3:
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Assign the central loop atoms alternately in the order of decreasing magnitude

into two sets of atoms F1 and F2 until either f1 > �R∗
1

B
� or f2 > �R∗

2

B
�; then assign

the remaining atoms into the other unfilled set. We set L, the number of shared

atoms between the two descriptions in central loop in [64] to 0. The reasoning is

based on observation three: When coding the side frame, the resulting G atoms from

the side loops are likely to more or less correspond to the atoms assigned to the

other description; hence the two descriptions are likely to share similar energy atoms

resulting from side loops.

Step 4: Steepest Descent steps:

From observation two on PSNR trade-off, for a fixed bit rate, increasing number of

G atoms requires decreasing number of F atoms, and therefore, increases(decreases)

the PSNR of frames in the side (central) loop. Thus, given a total number of atoms,

the problem is optimum allocation of atoms between F and G sets, i.e. central and

side loops. Furthermore, since the total bits per description remains fixed at �R∗
i

B
�, we

only allow allocation of atoms within a description, e.g. adding a side loop atom from

a given description requires removing a central loop atom from the same description.

Since our algorithm begins with the maximum number of central loop atoms, there

are three options to descent to the minimum value: (a) decrease f1 and increase g1,

(b) decrease f2 and increase g2, and (c) stop, the allocation is optimal. Starting from

the smallest energy central loop atoms found in step 1, we choose one of the above

options so as to lower J ′. We repeat the process for the next central loop atoms in
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the order of increasing energy until removing a central loop atom and adding a side

loop atom no longer results in a smaller value of J ′.

5.3.3 Practical Implementation

Even though, in each step of the steepest descent algorithm, we need to compute

J ′, we have not shown how to compute it efficiently. A simple method would be to

use the three-loop structure in Figure 5.1 to directly code three separate frames, one

for the central loop and two for the side loops, and compute the resulting distortions

and J ′ in each step of the steepest descent algorithm. However, this simple method

is computationally expensive since the two side loop frames have to be coded again

every time a side loop atom is added in step 4 of the algorithm described in Section

5.3.2.

To reduce computational complexity, we propose a fast method to approximate

the distortion of the side loop frames. Rather than coding the entire side loop frame

each time a side loop atom is added in order to compute the resulting distortion,

we approximate the distortion reduction by using the atom’s magnitude. The key to

this approximation is based on observation three. Recall that the central loop atoms

are alternately assigned to each description; hence, each description is missing the

central loop atoms from the other description. When coding the side loop frame for

each description, the MP decomposition is likely to choose the K side loop atoms

to be similar to the largest K missing central loop atoms for that description. Since
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the magnitude of central loop atoms are already computed and recorded in step 2,

there is no need to re-code the side loop frame to compute the resulting distortion.

Instead, the magnitude of these missing central loop atoms are used to approximate

the distortion for each side loop frame. As an example, suppose the central loop

initially codes with 8 central loop atoms, ai, i = 1, ...8 with corresponding magnitudes

|ai|: 256, 255, 128, 127, 64, 63, 32, 31, 16, and 15. F1 contains a1, a3, a5, a7 while

and F2 contains a2, a4, a6, a8. The energy in each frame is sum of squares of all

the central loop atoms in that frame. By removing the least energy central atom a8

in the central loop frame and adding one more side loop atom to the side loop 2,

the distortion in the central loop frame increases by 15*15, i.e. squared magnitude

of a8, however, the distortion in the side loop frame 2 is predicted to be reduced by

256*256, squared magnitude of a1. This is because the energy of the new side loop

atom is predicted to equal to the largest missing central loop atom in side loop frame

2, namely, a1. Similarly, by removing the next least energy atom, a7, the distortion in

the central loop increases by 16*16, however, the distortion in the side loop frame 1 is

predicted to be reduced by 255*255. Depending on the loss probabilities p1, p2, and

the penalty term P in Equation (5.5), the algorithm decrements the number of central

loop atoms for each description and incrementing the number of side loop atoms for

the same description until J ′ stops decreasing. In doing so, there is no need to code

the side loop frame again every time an atom is added. Rather, after the algorithm

terminates, the returned number of central and side loop atoms for each description
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is used to code each of the side loop frame once. Also, since J ′ is non-increasing and

there are at most |F | atoms, the steepest descent converges in at most |F | steps.

This approximation assumes that the reference frames in the three loops are iden-

tical. In practice, these reference frames are not identical except for the first I-frame

in a group of pictures (GOP). However, they are sufficiently similar to make this

approximation works well in practice as shown in Section 5.4.

5.4 Experimental Results

In this section, we use standard MPEG CIF sequences Foreman and Hall coded at

10fps with GOP size of 30 for our experiments. The total number of atoms for each

description is 100, making the approximate bit rate per description for Foreman and

Hall to be 140 and 52kbps, respectively. The outage probability for both descriptions

is set to 0.1. We assume that during an outage, the entire description is lost. This

is reasonable since outages in wireless and P2P environments are on the order of

several seconds to minutes. The minimum PSNR constraints for Foreman and Hall

are chosen typically by applications or users. In this experiment, we set reasonable

minimum constraints for Hall and Foreman to 31 and 29dB, respectively.

We first show the PSNR results of proposed approximations in Section 5.3.3.

Figure 5.2 shows the predicted PSNR using approximation in Section 5.3.3 and the

actual PSNR by coding the side loop frame for Foreman and Hall sequences as a

function of frame number. As seen, the predicted and actual PSNR for both sequences
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are very close. The algorithm predicts better for Hall than Foreman sequences. In

general, the algorithm predicts better for low motion sequences. Also, prediction error

seems to be slightly larger as the frame number increases. This error is possibly due to

the larger difference of the reference frames in central and side loops for later frames

in a GOP. Another observation is that for most frames, the actual PSNR is slightly

larger than the predicted PSNR. This is intuitively plausible since side loop atoms

are likely to represent the side loop frame better than central atoms, as discussed in

observation two. Figure 5.3 shows the PSNRs of two description (PSNR0) and one

description (PSNR1) for Foreman and Hall sequences. As seen, the PSNRs of either

description is larger than the specified minimum constraints of 29dB and 31dB for

Foreman and Hall, respectively, showing that the algorithm satisfies the distortion

constraints.
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Figure 5.2: Actual and predicted PSNR for Foreman and Hall.

We now consider the how PSNR0 and PSNR1 vary as a function of outage prob-
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Figure 5.3: PSNR0 and PSNR1 for Foreman and Hall.

ability. For simplicity, we assume that outage probability of the two channels are

identical. Intuitively, for small outage probability, one would expect PSNR0 to be

large, and PSNR1 to be small since most of the time, the receiver receives two de-

scriptions. On the other hand, when the outage probability is large, PSNR1 should be

large since most of the time only one description is received. Figure 5.4 confirms this,

showing PSNR0 decreases and PSNR1 increases with the outage probability. Figure

5.5 shows the corresponding average number of G atoms for each description as a

function of outage probability. As expected, as outage probability increases, more G

atoms are used, resulting in higher PSNR1. To compare the performance of our

proposed approach MP-MDVC [64], Figures 5.6(a) and (b) show the expected PSNR

in Equation (5.1) for standard sequences Hall, Foreman, News, and Mom as a func-

tion of outage probability. In MP-MDVC[64], f1 = g1 = f2 = g2 = 50 independent

of network characteristics. As seen, at low outage probability, our method results
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Figure 5.4: PSNR0 and PSNR1 for Hall as a function of outage probability.

in over 1dB improvement over MP-MDVC. As the outage probability increases, the

expected PSNR gap decreases. This is due to the fact that the chosen number of G

atoms in MP-MDVC method is large enough, leading to higher PSNR1, and hence

resulting in higher expected PSNR for high loss environments.

5.5 Conclusions

In this chapter, we have proposed a fast, steepest descent algorithm for computing

the optimum number of atoms in each description based on the outage probabilities

of the two channels so as to achieve minimum expected distortion, given bandwidth

constraints, and maximum allowable distortion for each description. Our approach

is based on a simple rate distortion analysis of MP, resulting in a fast practical

implementation. Analytical and experimental results show that by taking network

loss characteristics into account, our algorithm results in improved performance over
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previously proposed MP-MDVC [64].
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Chapter 6

Summary and Future Work

6.1 Summary

In this dissertation, we have developed a path diversity framework for concurrent

media streaming to a receiver using multiple routes. Without requiring QoS, our

framework attempts to improve the quality of the streamed media via multiple routes

created using either multiple senders or relay nodes, in order to increase available

bandwidth, reduce packet loss and delay. Our path diversity framework combines

many approaches from the network architecture and protocols,to source and channel

coding to improve the overall quality of the streamed media.

In Chapter 2, we present path diversity framework for multimedia streaming using

multiple senders in order to achieve higher throughput, and to increase tolerance to

loss and delay due to network congestion. In our framework, multiple senders simul-
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taneously stream the media, e.g. video to a receiver via relatively disjoint paths. The

advantage of this framework is that it combats unpredictability of congestion in the

Internet. If the route between a particular sender and the receiver experiences con-

gestion during streaming, the receiver can redistribute streaming rates among other

senders, thus resulting in smooth video delivery. Another advantage is that, using

multiple routes provides higher bandwidth than single route, hence, higher quality

media can be streamed. Within this framework, we propose a receiver-driven protocol

in which, the receiver coordinates simultaneous transmissions from multiple senders

through the control packets sent to all senders from the receiver. The proposed proto-

col employs two main algorithms: the rate allocation and packet partition algorithms.

The rate algorithm determines the sending rate on each route in order to minimize

the packet loss and share bandwidth fairly with other traffic, while the packet parti-

tion algorithm ensures that no sender sends the same packets, and at the same times,

minimizes startup delay. We have shown the feasibility of such a framework and the

performance improvements of the proposed protocol for media streaming.

In Chapter 3, we have developed a novel rate allocation algorithm to incorporate

FEC and bursty packet loss pattern on the Internet. We have shown theoretically

and experimentally that FEC is more effective by streaming media simultaneously

over multiple routes at appropriate sending rates. In addition, we have provided a

robustness analysis for such a scheme, and suggested the optimal strategy for using

FEC under various network conditions. Both simulations and Internet experiments
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indicates significant improvement using our rate allocation algorithm.

The path diversity system using multiple senders proposed in Chapter 2 cannot

be used for live streaming or interactive applications. In Chapter 4, we have proposed

a path diversity system that allows single sender to send packets simultaneously on

both default Internet and redundant paths to the receiver. To create redundant path,

the sender sends packets to the appropriate relay node, which then forwards the

packets to receiver. The relay node selection algorithm is designed to ensure that

packets traveling through the relay node take a different underlying physical path

than that of the default Internet path between the sender and receiver. Our system

shows a significant improvement in quality of the streamed media over the traditional

uni-path streaming techniques.

In Chapter 5, we design a network adaptive matching pursuits based multiple

description video coding scheme for our path diversity system. Multiple description

coding is an error resilient source coding scheme that generates multiple encoded bit-

streams of the source with the aim of providing an acceptable reconstruction quality

of the source when only one description is received, and improved quality when mul-

tiple descriptions are available. Our network adaptive multiple description matching

pursuits scheme is designed to produce unequal descriptions of the source based on

network characteristics of each route, hence providing superior visual quality than

traditional single description, uni-path approach.
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6.2 Recommendations for Future Work

In chapter 3, we have not addressed the issue of changing FEC level during the

session. This may be necessary when channel condition becomes worse. One research

question is what is the amount of FEC required to achieve certain level of quality

of service, e.g. packet loss rate? Also, in chapters 2 and 3, we only consider the

possibility of changing the sending rates among a fixed set of senders to achieve the

required bandwidth for the video. If the required video bitrate is still larger than the

total bandwidth provided by all the current senders, then there are two promising

approaches to alleviate the problems. The first approach is to use scalable video

codec in order to reduce the video bitrate to the available bandwidth at the expense

of graceful degradation of video quality. In the second approach, the receiver can

dynamically request new senders in order to provide additional bandwidth as required

by the video. There are research issues associated with these two approaches.

6.2.1 Scalable Video

In the traditional uni-path streaming using scalable video bitstream, the most

important packets, e.g. packets contain bits from the based layer, are sent while

the least important packets, e.g. packets contain bits from the enhanced layers are

dropped under insufficient bandwidth. In the multi-path streaming scenario, in ad-

dition to deciding which packets should be sent, one may also want to consider on

which path a particular packet should be sent. It may be advantageous to send the
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“important” packets on the “good” path while the “less important” packets on “not

so good” path. It may be also advantageous to send duplicate important packets such

as the base layer packets, on both paths to achieve error resiliency. Based on these,

the research question is how to partition packets among the routes or senders in order

to achieve the highest visual quality under certain network conditions and bandwidth

constraints?

6.2.2 Requesting Additional Servers

When a user needs to request a new server for additional bandwidth, possible

criteria for assigning a new server to the receiver may include the loss, delay, and

bandwidth characteristics of the path between the new server and the user. Using

our passive approach, we do not know these metrics until data are actually sent on

this path to receiver, i.e. we rely on the data packet themselves to estimate the

packet loss rate and delay. In order to quickly assign the new sender to the receiver

for additional bandwidth, one may use active probing to estimate the packet loss

rates and delays of all the servers to the receiver a priori. Active probing uses a

small fraction of bandwidth to monitor the network conditions constantly, hence, any

point in time, the best server can be assigned to the receiver quickly. This simple

active probing approach requires the server to monitor the paths to all receivers.

Clearly, this approach is not scalable. A research question is how to make “active

probing” method scalable? Given an overlay network of N nodes, there are a total
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of N(N − 1) possible paths between two nodes. However, not all these paths are

completely independent since they may share the same underlying physical links.

Based on these, one promising approach is to probe network characteristics of a small

appropriate chosen fraction of paths, and using these to reliably infer the network

characteristics of other paths.

6.2.3 Peer to Peer Streaming

A natural extension of the path diversity media streaming framework is the Peer-

to-Peer (P2P) streaming framework. Similar to our proposed path diversity frame-

work, in a P2P streaming scenario, multiple senders simultaneously stream the video

to a receiver. In contrast to our scenario in which, senders are reliable servers, in P2P

streaming scenarios, senders are often other participants, and therefore, are usually

unreliable due to their frequent joins and leaves the P2P network. These frequent

leaves of peers in the P2P network result in long outages which may render FEC

techniques less useful. The MDC technique proposed in Chapter 5 can alleviate this

problem. Another promising approach from network perspective is to build an ef-

ficient hybrid overlay network consisting of unreliable peers and reliable servers in

order to reduce the number of complete outages. Within this framework, the reliable

servers can stream the base layer of the scalable video bitstream to the receiver, while

the peers are responsible for the enhanced layers. This approach ensures that the

receiver can receive reasonable quality video stream most of the times, and higher
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quality video stream when more peers are available. Some of the research questions

are: How many and where to place the servers for a given P2P networks? What is the

protocol for information exchange among peers and servers? How to reduce number

of “free riders”, i.e. peers that do not contribute resources?
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Appendices

A Chapter 2 Appendix

A.1 Appendix:Proof of optimality for rate allocation algo-

rithm

Statement: Consider N senders with the loss rate during the interval (t, t+δ) for

the ith sender denoted by L(i, t) and its available TCP-friendly bandwidth by B(i, t).

Suppose we want to choose a subset of the senders to stream a video with total bit

rate of Sreq(t). Without loss of generality, assume the senders are ordered in such a

way that for i < j, we have L(i, t) < L(j, t). Then to minimize the total loss rate

given by

F (t) =

N∑
i=1

L(i, t)S(i, t) (A.1)
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subject to

0 ≤ S(i, t) ≤ B(i, t)

N∑
i=1

S(i, t) = Sreq(t) (A.2)

We must choose sending rate for sender i, S(i, t) = B(i, t) for i = 1...M−1, S(M, t) =

∑M
i=1 B(i, t)−Sreq(t) where M is the smallest integer such that

∑M
i=1 B(i, t) ≥ Sreq(t)

and choose S(i, t) = 0 for M < i ≤ N .

Proof: We prove the above statement by contradiction. Suppose there exists

a rate allocation with senders in which F (t) is at minimum, say F ′(t), for some

0 < i′ < M ′ , but S(i′, t) 	= B(i′, t). Due to constraints (A.2), this implies that

S(i′, t) < B(i′, t). It is then possible to show that by allocating some of the bit rate

from sender M ′ to i′, we can achieve smaller loss rate than F ′(t). Specifically, if

Ω = min [S(M ′, t), B(i′, t)− S(i′, t)] is the reallocated bit rate from sender M ′ to i′,

then the resulting loss rate will be given by

F ∗(t) =

M ′−1∑
k=1

L(k, t)S(k, t) + L(i′, t)Ω + L(M ′, t)[S(M ′, t)− Ω])

=

M ′∑
k=1

L(k, t)S(k, t)− [L(M ′, t)− L(i′, t)]Ω (A.3)

Since the first term in the above summation is F ′(t) , and since the second term

is always a positive quantity, we have F ∗(t) < F ′(t). Clearly, this contradicts the

assumption that F ′(t) is the minimum. QED.
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A.2 Protocol Responsiveness

As discussed in Section 2.3, the count threshold γ and the sampling interval φ de-

termine the minimum interval during which the sending rates must remain constant,

and the responsiveness of sending rate to network conditions. To examine the respon-

siveness of the proposed protocol as a function of γ, we keep other parameters at fixed

values shown in Table A.1, and vary the γ from 20 to 200 which corresponds to the

range of 2 to 20 seconds, during which the sending rates must remain constant. We

perform Internet experiment in which, packets of 500 bytes are sent simultaneously

at an aggregate rate of 880kbps or 220 packets per seconds from Sweden and Belgium

to U.C. Berkeley. Initially, simulated packet loss rates of Sweden and Belgium are set

to 3% and 6%, respectively. At t = 50 seconds, Belgium loss rate reduces to 0.3%.

Figures A.1 (a)-(d) shows the responsive throughputs for different values of γ.

Initially, both senders send packets at equal rate, i.e., 110 packets per second. As

shown in Figure A.1(a), for γ = 20, at t = 0 second, throughputs of the senders

fluctuate for about 15 seconds before converging to stable values. This throughput

fluctuation is due to using only a small number of sampled bandwidths, i.e., γ = 20,

to decide whether the sending rates need to be changed. On the other hand, when

larger number of sampled bandwidths are used, i.e., γ = 40, 100, 200, the sender’s

throughputs exhibit no fluctuation, and change the to stable values after 9, 11, and

23 seconds as shown in Figures A.1(b)-(d), respectively. At t = 50 seconds, the loss

rate of Belgium reduces to 0.3%, Figures A.1(a)-(c) show transient throughputs right
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before the stable throughputs after 10, 14, and 16 seconds for γ = 20 40, and 100,

respectively. For γ = 200, there is no transient throughputs, the protocol results in

stable throughputs after 20 seconds, respectively. The general observation is that,

small values of γ allows quick response to the network, however, it may result in

unstable sending rates. Larger values of γ result in less fluctuation in throughputs at

the expense of slow responsiveness to network conditions. We observe that, γ = 40

provides a reasonable tradeoff between throughput stability and responsiveness in

most situations.

w(width of the hysteresis window) 0.1S(i)
φ(sampling interval for the hysteresis window) 100 milliseconds
γ(count threshold) 20-200
PWIN(time window for estimating loss) 128RTT
P (packet size) 500 bytes

Table A.1: Simulation parameters for various γ.

A.3 Throughput Reduction due to Delay Differences between

Senders

As discussed previously in section 2.4.2, when using the “min” strategy, a through-

put reduction may result due to the delay differences between the senders. Although

this throughput reduction is small, for completeness, in this Appendix, we derive the
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amount of throughput reduction as a function of the sending rates and delays be-

tween the senders and the receiver. Consider three senders 1, 2, and 3 with respective

respective propagation delays to the receiver D1, D2, and D3. Without loss of gener-

alities, we assume D1 ≥ D2 ≥ D3. Due to these delay differences, the senders receive

their control packet at different times as shown in Figure A.3. As described previ-

ously, upon receiving the control packet, each sender immediately changes its sending

rate to the value specified in the control packet. For the period starting from the

time sender 1 receives the control packets until sender 2 receives the control packet,

sender 1 sends packets at the new rate Snew
1 while senders 2 and 3 still send packets

at the old rates Sold
2 and Sold

3 . Since the packets sent by senders 2 and 3 are not

synchronized with sender 1 during this period, we ignore these packets and assume

that their effective sending rates equal to zero. Hence, the amount of “synchronized”

data, i.e. useful data sent during the interval between the arrival times of the control

packets for the sender 1 and sender 3 equals to

Snew
1 (D2 −D1) + Snew

2 (D3 −D2)

More generally, if there are N senders, the amount of “synchronized” data sent during

the interval between the arrival times of the control packets for the sender 1 and sender

N equals to

Snew
1 (D2 −D1) + Snew

2 (D3 −D2) + ... + Snew
N−1(DN −DN−1)
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If S is the total sending rate, then the reduction in the amount of data R sent during

this period is

R = S(DN −D1)− (Snew
1 (D2 −D1) + Snew

2 (D3 −D2) + ... + Snew
N−1(DN −DN−1))

= DN(S − (Snew
1 + Snew

2 + ... + Snew
N−1)) + Snew

1 D1 + Snew
2 D2 + ... + Snew

N−1DN−1 − SD1

= Snew
1 D1 + Snew

2 D2 + ... + Snew
N DN − SD1

= (

N∑
i=1

Snew
i Di)− SD1

Where we make use Snew
N = S − (Snew

1 + Snew
2 + ... + Snew

N−1).
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Figure A.1: Protocol responsiveness for various values of γ; (a) γ = 20; (b) γ = 40;
(c) γ = 100; (d) γ = 200.
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Figure A.2: Illustration of throughput reduction
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B Chapter 3 Appendix

B.1 Procedure for computing P (m, k, Nm)

To compute C(K, N0, N1) in Section 3.5, we first compute P (m, i, Nm) based on

the given network parameters (µm
g , µm

b ) of sender m as follows. We use notations in

Table B.1:

Sm(n) ∈ {g, b} State of sender m after it sends n packets
Lm(n) Number of lost packets out of n packets sent by sender m
P loss

m (i) Packet loss probability when sender m is in state i
pm

ij Transition probability from state i to state j for sender m

Table B.1: Notations for computing P (m, kNm).

Note that pm
ij depends not only on the parameters µm

g and µm
b , the rates at which

the state of sender m changes from “good” to “bad” and vice versa, but also on the

rate that sender m sends the packets according to Equations 3.1 through 3.4. Then,

φm
ij (k, n)

∆
= Prob(Lm(n) = k, Sm(n) = j|Sm(0) = i)

denotes the probability that sender m is in state j, and there are k lost packets after

it sends n packets, given that it is initially in state i. We can compute φm
ij (k, n)

recursively by conditioning on the previous state l, and by using the total probability

theorem to obtain
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φm
ij (k, n) =

∑
l∈g,b

[φm
il (k − 1, n− 1)pm

lj P
loss
m (j) + φm

il (k, n− 1)pm
lj (1− P loss

m (j))]

for all k ≥ 0 and n ≥ 0, with the boundary conditions:

φm
ij (0, 0) =




1 if i = j

0 if i 	= j

φm
ij (k, n) = 0 for n < k

The above boundary conditions hold because of following arguments. If sender

m does not send packet and hence does not change its state, there will certainly be

no lost packets. Therefore φm
ij (0, 0) = 1 for i = j. On the other hand, by definition,

it is impossible to have sender m change its state without sending a packet, hence

φm
ij (0, 0) = 0 for i 	= j. Finally, φm

ij (k, n) = 0 for n < k since number of lost packets

cannot exceed the number of sent packets. Now, since P (m, k, Nm) is the probability

of k lost packets out of Nm packets sent by sender m, regardless of the initial and

final states, we marginalize φm
i,j(k, Nm) to obtain

P (m, k, Nm) =
∑

i∈{g,b}

∑
j∈{g,b}

πm
i φm

ij (k, Nm)

where πm
g = µm

b /(µm
g + µm

b ) and πm
b = µm

g /(µm
g + µm

b ) are the steady-state probabil-

ities of sender m being in “good” and “bad” states, respectively. The irrecoverable

probability is then computed as

C(K, N0, N1) =

NA+NB∑
j=N−K+1

j∑
i=0

P (A, i, NA)P (B, j − i, NB)
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B.2 Online Estimation of Network Parameters

Our rate allocation algorithm uses the network parameters, particularly, the aver-

age good and bad times 1/µg, 1/µb to derive the optimal sending rates for the senders.

When the network characteristics are stationary for sufficient duration of time, one

can use sophisticated off-line algorithms such as the Hidden Markov Model inference

algorithms [47][84] to accurately estimate the network parameters. On the other

hand, when the network characteristics are highly dynamic, an on-line algorithm is

preferred for fast response to changing network conditions. In this Appendix, we

characterize the responsiveness of our rate allocation algorithm to network conditions

using a simple on-line algorithm for estimating the network parameters.

For each route, our online algorithm estimates the network parameters as follows.

Let Cg and Cb denote the length of good and bad runs, i.e. the number of consecu-

tively received and lost packets, respectively, as shown in Figure B.2. The exponential

weighting estimates of µg and µb are computed recursively using the following equa-

tions

1/µb = λ(1/µb) + (1− λ)(Ccurr
b /S)

1/µg = λ(1/µg) + (1− λ)(Ccurr
g /S)

where Ccurr
g and Ccurr

b denote the length of the most recent good and bad runs,

respectively, λ ∈ (0, 1) is the weighting factor, and S is the sending rate. Note that

we estimate the current bad (good) times as the product between the number of
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consecutive lost (received) packets and the sending interval. Smaller λ allows faster

response to the changes in network conditions. However, smaller λ may result in large

fluctuation in the estimates of 1/µg and 1/µb, and thus, triggers changes in sending

rates unnecessarily. On the other hand, larger λ produces more stable 1/µb and 1/µg

at the expense of protocol’s slow response to the changes in network conditions.

Once 1/µg and 1/µb are estimated, they are used in the rate allocation algorithm

to compute the new rate. However, since 1/µg and 1/µb are continuous real values,

ideally we would want a slight change in these µ’s not to trigger new sending rates,

and hence not sending a large number of control packets unnecessarily. Because

of this, we compute new sending rates only when the current estimates of 1/µ’s is

significantly different from the old 1/µ’s. Let 1/µcur
g , 1/µcur

b be the current estimates

of average good and bad times, and µold
g , µold

b be the old estimates of average good

and bad times. Then the new sending rates are computed only when

1/µold
b − αb > 1/µcur

b > 1/µold
b + αb

1/µold
g − αg > 1/µcur

g > 1/µold
g + αg

where αg and αb are the guarding thresholds.

To examine the responsiveness of our rate allocation to different parameters, we

perform experiments in which, two senders from Belgium and Sweden stream packets

simultaneously at the total rate of 800kbps to the receiver at U.C. Berkeley. Packets

are protected using RS(60,46). We set the network and protocol parameters for two

routes as shown in Table B.2. The values of guarding thresholds αg and αb are chosen
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experimentally to be 200 and 15 milliseconds respectively for reasonable performance.

1/µ
1(2)
g = 1 second average good time of Sweden(Belgium) route

1/µ1(2)b = 20(40) milliseconds average bad time of Sweden(Belgium) route

α
1(2)
g = 200 milliseconds guarding threshold for good time of Swe-

den(Belgium)

α
1(2)
g = 15 milliseconds guarding threshold for bad times of route Swe-

den(Belgium)
λ = 0.85, 0.9, 0.96, 0.98 exponential weighting factor

Table B.2: Network and protocol parameters.

Initially, the total rate is divided equally between two senders at 400kbps each.

Since the average bad time for Belgium route is greater than that of Sweden route,

after several seconds, the protocol tries to allocate more packets to Sweden route.

Figures B.2(a) and B.2(b) show the sending rates and the corresponding throughputs

of the two senders for λ = 0.85, respectively. Using λ = 0.85, our protocol adapts

to the optimal rates after approximately 12 seconds. However, the sending rates still

fluctuate considerably after 12 seconds. This means that control packets are sent

unnecessarily since the network characteristics of the two routes remain the same. As

seen in Figures B.3 through B.5, increasing λ results in more stable asymptotic rates

with less fluctuations, at the expense of slower adaptation.
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Good runs

Bad runs

Figure B.1: Illustration of network parameters estimation; 0 and 1 indicate received
and lost packets, respectively.
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Figure B.2: Protocol responsiveness for λ = 0.85; (a) sending rate triggered at the
receiver; (b) corresponding throughputs at the receiver.
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Figure B.3: Protocol responsiveness for λ = 0.9; (a) sending rate triggered at the
receiver; (b) corresponding throughputs at the receiver.
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Figure B.4: Protocol responsiveness for λ = 0.96; (a) sending rate triggered at the
receiver; (b) corresponding throughputs at the receiver.
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Figure B.5: Protocol responsiveness for λ = 0.98; (a) sending rate triggered at the
receiver; (b) corresponding throughputs at the receiver.


