Abstract
The goal of the Visualization MURI is to develop the methodologies and the tools required for design and analysis of mobile and stationary augmented reality systems. Our aim is to devise and implement fast, robust, automatic, and accurate techniques for extraction and modeling of time-varying 3D data with compact representation for efficient rendering of a virtual environment. 

In this initial period, we established research directions for collaboration within and outside our group. In particular, we developed a mobile multi-sensor platform for acquisition and analysis of time varying 3D scenes in urban areas, and initiated research on recovering scene structures from both aerial photography and close-range data using different sensing modalities. We also worked on a mobile interactive visualization system with multi-modal representation of data and uncertainty. A multi-sensor tracking technology has been developed for geo-registration and pose estimation with integrated gyroscope using 2D-feature tracking. 

These research directions will continue in the coming year. The technologies expected to emerge would provide enhanced tools for visualization of dynamic scenes in a virtual environment, and would yield accurate information with the associated uncertainties to the chain of commands in battlefields, leading to improved situation awareness and decision making.

Scientific Progress and Accomplishments

We have established working relationships and plans for collaboration within our group, industry, and DoD laboratories. To that end joint efforts have begun between the following members of the group:

· UC Berkeley and Georgia Tech on extraction of urban building and terrain models and their visualization. 

· UC Berkeley and Syracuse University on computation and characterization of uncertainty for data fusion and change detection.

· Georgia Tech and USC on research issues in tracking, orientation, and synchronization of common geospatial databases. 

· Georgia Tech and UC Santa Cruz on insertion and visualization of uncertainty in geospatial environments.

· Syracuse University and UC Santa Cruz on computation, characterization and representation of uncertainty in various data types and modalities.

The following sections provide an overview of adopted research directions and the progress made by our group. 

1. Modeling Urban Environments:

A major effort in our group is focused on extraction and representation of structures in time varying urban scenes. Representation of information is a crucial aspect of the problem, not only for efficient rendering and conveying of information, but also for accommodating bandwidth requirements in a mobile visualization system. We are currently developing new techniques for recovering 3D/4D information from moving platforms using various sensory systems and imaging scenarios in a coordinated and synchronized setup. We approach the problem of modeling urban areas from two different angles using close-range and aerial data. Final results will be fused in a single coherent and scalable model for rendering virtual environments. Fig. 4.1 shows the schematic diagram of this top-down approach. 
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1.1 Close Range Modeling:

The scenario that we have been investigating, is a moving platform on a vehicle, which gathers close-range visual and depth data using various sensory systems. Fig. 4.2 shows a schematic view of the acquisition scenario. 
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We believe that major limitations of existing technologies are speed and integration of sensors with different modalities. As a result most existing technologies are aimed to handle only small-scale areas. We have already built a multi-sensor platform, which is mounted on a vehicle for close range modeling of cities and urban areas. The platform incorporates wide-angle high-resolution video cameras, 2D laser scanners, speedometer, and an inertial navigation system providing three degrees of freedom by incorporating a gyroscope, a magnetic compass, and an accelerometer. Fig. 1.3 shows our multi-sensor platform.

We have already performed several successful data acquisitions in real-time unconstrained urban environments. Our experimentations were performed in busy traffic with normal flow and no controls over environment.

Although a 3D scanner provides pre-registered raster scans, it requires slow operations where the scanner must remain stationary during acquisition (typically a few hours per building). To overcome this shortcoming and obtain high-speed acquisitions on a moving platform, we have integrated 2D laser scanners in our system with a scanning rate of 75 Hz. Laser data together with navigation sensors, such as INS and speedometer, provide accurate 3D point clouds. The advantage is that in our setup 2D scans can be obtained in a continuously moving scenario, and then post-processed to produce 3D point clouds. Fig. 1.4 shows an example of the point cloud generated using our platform.
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Fig. 4.4 shows the schematic diagram of the overall system that is currently being developed in our team. For close-range modeling, the system includes two main acquisition modalities, i.e. laser scanners as described above and video cameras that are synchronized with laser data acquisition. Both data acquisition and system control are centralized and are performed by an on-board computer. 
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The two acquisition modalities together with navigation sensors provide complementary information on the 3D structure of the scene, which are then fused into a full 3D model, incorporating large-scale models obtained by aerial photogrammetry. A photo-realistic rendering of the scene and arbitrary view generation can be achieved by texture mapping and generating compact representations of data. Also, as described in the next section, close-range models obtained by our moving multi-sensor platform will be integrated and fused with large-scale models obtained by aerial photogrammetry. This would allow for both updating and refinement of city models at different scales.

Extraction of structures using video cameras depends highly on accurate estimation of motion in the scene. We have recently developed new techniques for the estimation of optical flow, and are currently investigating the extraction of 3D structure using optical flow. 

1.2. Aerial Photogrammetry:

Aerial photogrammetry plays an important role in our applications for developing 3D models of urban areas especially when close-range data is not accessible, e.g. reconnaissance. It also provides complementary global view of the scene. We plan to address issues involved in building large-scale city models using stereo data and structure from motion.  Our ultimate goal is to automatically extract man-made and natural structures and build CAD-like models using aerial data. This project would therefore result in a set of tools that can be used for automatic extraction of 3D information in urban areas from aerial photographs. 

There is a rich set of literature in this area. But existing methods suffer from lack of reliable correspondence and tracking algorithms, and hence for more reliability one needs to resort heavily to manual interventions. Bearing these shortcomings in mind, the approach that we are currently investigating is as follows. 

Aerial stereo pairs are usually obtained from parallel flying strips. This flight pattern inherently imposes constraints on the external parameters of the camera(s). Assuming the world coordinate frame is the standard coordinate system attached to one of the two images in the stereo pair, we can look for an affine transformation that would map the epipoles to the point at infinity. Since camera roll is zero, such transformation would result in epipolar lines being aligned along the direction of flight, which also corresponds to one of the two axis (either x or y) in the image plane. Once such transformation is performed, we then extract and segment man-made objects and estimate the disparity of extracted objects along the epipolar lines. 

We have verified these ideas initially using a set of control points. Fig. 1.7 shows an example of an aerial image from a stereo pair with the disparity of segmented man-made objects shown as a gray-scale image.
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2. Tracking and Registration:
As a major tool in our mobile visualization system, we are currently developing tracking technology for geo-registration based on video, inertial, magnetic, and GPS technologies.  We ordered and configured a differential GPS system (stationary and mobile units) with real-time kinematics.  The mobile unit will be integrated with two existing vision systems as well as inertial and compass systems.  We plan to conduct outdoor and indoor tests with the complete system for both data (image) acquisition and display (as augmented reality overlays). 

We are integrating the GPS/inertial system with our method for estimating 6DOF pose from multiple large motion estimates (including both translations and rotations) from multiple panoramic images [6,7].  Figure 2.1 depicts the operation of this method.  We plan both laboratory and tests to validate and characterize the method [8] for producing pose estimates during GPS failures and dropouts.
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Figure 2.2 shows our integrated gyro and camera hardware that will be integrated with the tracking system described above.  The purpose of this integration is twofold.  First, the gyros and 2D visual feature tracking are used to aid the estimation of user orientation and motion.  Second and more importantly, the video images are used to "paint" textures onto a model of the scene.  This ability to paint video onto a model is a major goal of our work since it enables the [image: image10.wmf]comprehension of data from multiple sensors.  For example, image data (of multiple modalities) are potentially available from any and all mounted and dismounted personnel, unmanned vehicles, aerial assets, and databases.  As these arrive to a command center, painting them all on a base or reference model makes them immediately comprehendible.  When displayed as separate images, any one image-stream is comprehendible, but multiple streams observed together are easily misunderstood and potentially confusing.  Figure 2.3 illustrates the idea of painting a single image onto a model.  We intend to develop a testbed system suitable for painting multiple images on a large scene model.  We are awaiting a LiDAR dataset for the USC campus and surrounding areas.  This 3D model data will be the base model on which we intend to paint images acquired from our roving tracked camera.  Furthermore, we expect to transmit both this model and the incoming video data to a remote site for visualization (we will also visualize similar GT data).
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3.Mobile and Stationary Visualization:

[image: image12.wmf]One of our main goals is to provide mobile and stationary visualization within a common framework, to develop dynamic, universal data structures with fast updates, to develop real-time scalable visualization of all visual products, and to apply multimodal interaction in multiple environments. A main initial effort has been the development of a laptop version of our global geospatial system. This will permit mobile visualization using off-the-shelf components. We have also worked on a demonstration of mobile, networked response to toxic gas released by terrorists in an urban setting. This and following demonstrations will provide testbeds for our mobile visualization and multimodal interaction research. Since the VGIS geospatial visualization system is the platform on which we will build our new capabilities, including the mobile visualization environment, versions  of  VGIS  have  been  supplied  to  the

teams of our group. These versions will be updated as new capabilities are developed.

3.1. Mobile Visualization

We have recently been able to move our full, interactive VGIS system to a laptop, with a 3 GB database that covers the earth and includes high-resolution insets (including 3D buildings) for selected urban areas.  This is essentially the same version  that  runs  on  an

SGI Infinite Reality Engine. Fig. 3.1 shows a  laptop  visualization  of  the  Georgia Tech campus that corresponds to the area where the user is standing. The use of an off-the-shelf solution such as this greatly reduces the problems with weight,  battery power,  size,  and  extensibility of  the  mobile solution. We can rely on the computer manufacturer to continue providing portable yet more powerful solutions. We will now outfit the user with differential GPS positioning, an electronic compass for orientation tracking, wireless LAN communication, and cameras. We will then work on a new multimodal interface for the mobile unit, described further below, and on some applications, including mobile orienteering and mobile surveying.

3.2. Multimodal Interface

We are developing new multimodal techniques that will be applicable to the mobile, desktop, and immersive (e.g., workbench or CAVE-like) environments. Fig. 3.2 shows one  version  of  the  mobile environment, where the user is wearing a heads-up display with attached camera and gesturing in front. 

The multimodal interface will accept a combination of hand gestures, as shown in Fig. 4.9, voice commands, and keypad input. Fig. 3.3 shows the capability to track hand gestures using infrared cameras and gesture recognition software we are developing. 
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The software can distinguish between pointing and full hand gestures, for example. These gestures could be attached to different top-down or overview navigation modes in our geospatial visualization system. Pointing could be connected to zooming with a motion in one direction for zooming in and in the opposite direction for zooming out. A full hand gesture could be connected to panning, where the direction of motion for the hand would indicate the direction of motion for the pan. Other gestures or a combination of voice and gesture could indicate rotation or selection. We are now implementing the gesture interface on a desktop system and will then transfer it to a mobile system.

3.3. Emergency Response Application

Through the Center for Emergency Response Technology, Instrumentation, and Policy (CERTIP), we recently worked on urban emergency response to a terrorist attack. This culminated in an exercis, which took place recently. The visual interface and global data structure described here were used for situation assessment. The exercise began with the Atlanta Fire Department arriving on the scene. As soon as it was determined that a toxic chemical (Sarin gas) was being released from the roof of a campus building (Figs. 3.4, 3.5 in orbital and fly modes of our VGIS interface, respectively), a special team was called in and set up an Emergency Operations Center (EOC). The EOC team used a set of simulation codes to generate time series plumes every 5 minutes. The large colored area emanating from the top of the building in Figs. 3.4, 3.5 is one of those simulated plumes displayed in real-time. Large red human icons (Fig. 3.5) are EOC first responders with GPS units and wireless LAN transceivers. Their positions are also updated in real-time. Letters “A, B, C”, and “D” (Fig. 4.11) are labels for operations areas at different locations around the attacked building. 
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The first responders, wearing level A suits (special garb to protect again toxic chemicals), entered the building, using a chemical sensor to detect Sarin and a radar flashlight to detect whether people were behind closed doors. They used high resolution imagery and 3D buildings (Figs. 3.4, 3.5) to plan their movements. Query capability was installed in a web-server version of the visual interface and the personnel could click on the building where the attack took place and retrieve floor plans for each floor. They could also retrieve overview maps for the nearby downtown Atlanta area.  The visualizations were dynamically updated with simulation  and other movement 

information every 40 seconds. The mobile, wireless LAN sent the products from the EOC (maps and plumes) and retrieved medical info from the first responders (blood pressure, pulse, heart rate, and EKG along with a web-cam pictures of the victims after removal from the building). This “Reachback” was intended to allow doctors at a nearby medical evacuation location to advise the first responders on diagnosis and treatment. In the future, we will augment the urban database employed in here and use it with entirely mobile computers (e.g., laptops and wearables) as discussed above.

4. Characterization and Visualization of Uncertainty:

As we move into a high performance time-critical distributed computing and data analysis environment, the issue of credibility of the models, the simulations, the visualizations, the data sources, time-dependence of information, and the hidden assumptions behind decision-making processes for the end-users become paramount. This proposal seeks to address the issue of credibility in visualizations and decision-making processes emerging from a mobile augmented battlespace visualization system.

Our vision is that all information and decisions should include a measure of confidence.

This measure of confidence, or uncertainty, may be encoded directly with the visualization, or it may be provided to the user in another form. 

This part of the project focuses on creating a common uncertainty paradigm for computing and visualizing distributed data from various sources in a mobile battlespace system. These uncertainty mappings will also be tested through user evaluation.

4.1. Decision Theory

Decision making in military contexts requires the estimation of position, kinematics, attributes and identities of one or more targets in the battlefield.  In information fusion process model, this is known as Level 1 processing.  A variety of formulations are currently being used to obtain these estimates.  These include Bayesian formulation based on probabilities, Dempster-Shafer theory, and fuzzy sets.  One essential task for uncertainty characterization based on these diverse methodologies is to find, if possible, a common uncertainty representation paradigm that will enable the integration of uncertainty measures produced by these different methods.  Theory of random sets has been proposed as a paradigm that can be used to unify different methodologies.  In this research period, we investigated its potential for a unified representation.  Our preliminary findings indicate that this formulation has potential.  During the next research period, we plan to investigate its practical use for information fusion and visualization.  In addition, we will examine several other important issues including transformation among different paradigms, fusion of dependent information, combination of subjective and objective information, and applications to specific domains such as image processing and automatic target recognition. Researchers from Syracuse University and UC Santa Cruz will also initiate work on creating a unified paradigm for characterizing uncertainty by bringing the visualization and decision-making perspectives together.   

4.2. Computation of Uncertainty

We initiated the study of uncertainty computation for visualization based on the information processing and computation pipeline of Fig. 5.1.  As a start, we focussed our attention on specific applications. The first application is the computation and visualization of uncertainty for terrains and different types of data within the GIS context.  Specifically, we developed methods for computing and visualizing uncertainty related to compressed terrains.  In this example, we studied the uncertainty arising due to compression of large terrain data sets.  We developed an algorithm for compressing terrain data that preserves topology.  We used a decimation algorithm that simplifies the given data set using hierarchical clustering.  Topology constraints along with local error metrics are used to ensure topology preserving compression and compute precise error bounds in the compressed data.  Earth's mover distance is used as a global metric to compute the degradation in topology as the compression proceeds.  Experiments with both analytic and real terrain data were conducted.  Results indicate that one can obtain significant compression with low uncertainty without losing topology information.  During the next research period, we will continue working on uncertainty computation and visualization of topology preserving and topology simplifying compressed terrains. Also, researchers from UC Santa Cruz and Georgia Tech will initiate the creation of a prototype GIS system for testing out the uncertainty mappings. 
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1.4. Transitions and Interactions

Our team has already established close relationships with both government agencies and industry. In our meeting with AFRL Information Directorate, TRADOC Analysis Center at Ft. Leavenworth, we had a close interaction with army in order to determine the current state-of-the-art tools available to the army for battlefield visualization, and also to determine army’s future requirements in terms of reliability and efficiency of command and control and decision making. The feedback was used to define research directions that would lead to a more effective transfer of technology.

We have also established close relationships with many industrial partners for collaboration on different aspects of our projects. Some of theses include:

· Vexcel Corporation, for collaboration in aerial photogrammetry

· Bosch on close-range modeling of urban environments

· Planet 9 on large scale city modeling for urban planning

· Geometrix on modeling urban areas. 

· UC Berkeley’s graphics group on representation and rendering techniques.
· HRL (Malibu CA) software evaluation - using tracking methods and software for DOD and commercial applications

· Office of Naval Research (ONR) VR lab software evaluation - using inertial and vision tracking methods and software for outdoor AR project (also funding a major portion of the panoramic tracking work here at USC)

· HP (Palo Alto CA) software evaluation - using tracking methods and software for commercial applications

· Institute of Creative Technologies (ICT) large-area simulation and training project - possible application and testbed for wide area tracking

· Boeing (Long Beach CA) for training - using tracking methods and software for DOD and commercial applications

· NASA (Houston Space Center) for shuttle/ISS/Mars training - using tracking methods and software for training

· Olympus America (New York) software evaluation - using tracking methods and software for commercial applications

· Briefings and demonstrations to industry are part of IMSC partnership program at USC.  Over calendar year 2000, IMSC hosted over 470 visitors from companies and government agencies.  

· Patent application is being written for the use of autocalibration in AR systems.
· Dr. Jun Park (PhD, 2000) was hired at Rockwell Science Labs (Thousand Oaks, CA).
· Dr. Ilmi Yoon (PhD, 2000) was hired at CS Dept. Cal State San Francisco. 

The above mentioned interactions are in addition to our previously established industrial supports, which were highlighted in the kickoff meeting. 
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Fig. 1.1   Schematic view of our approach.





� EMBED PBrush  ���


      Fig. 1.2  A typical acquisition scenario
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Fig. 1.3   Our multi-sensor platform
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                                  Fig. 1.4  Laser range data from a block.
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              Fig 1.5  A schematic diagram of the system being built.
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Fig  1.6 Aerial image of Berkeley with the disparity map of segmented man-made objects
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Fig. 2.1 - Two 5DOF motion estimates from reference images (R1, R2) are used to compute 6DOF camera pose.





� EMBED Word.Picture.8  ���Fig. 2.2 - Three orthogonal rate gyros and video camera hardware package
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Fig. 2.3 - An image is projected onto a simple cube model.  This method can be used to paint images acquired from multiple (10-50) tracked moving personnel onto a model of the scene.
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Fig 3.1 Georgia Tech campus area in laptop visualization
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Fig. 3.2  Gesture interface with hands-up display
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Fig. 3.3  Full-hand gesture and its recognized image
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Fig 3.5  Fly mode view of simulated toxic gas plume. Positions of first responders indicated by red icons.
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Fig. 3.4  Overhead view of emergency               response area and simulated toxic gas plume.
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                   Fig. 5.1  Information pipeline for uncertainty computation.
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